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The problem 

Given two views of the scene 
recover the unknown camera  
displacement and 3D scene 

structure 

https://commons.wikimedia.org/wiki/File:Notre_Dame_de_Paris_Cathédrale_Notre-Dame_de_Paris_(6094168584).jpg 

https://www.tripadvisor.com/Attraction_Review-g187147-d188679-Reviews-Notre_Dame_Cathedral-Paris_Ile_de_France.html 



Pinhole camera model-review 

• 3D points 

• Image points 

• Perspective projection 

 

 

• Rigid body motion 

• Rigid body motion + Projective projection 



Two views 



Think about how you would solve this problem 



Epipolar geometry 

•  Multiply both sides by the cross product of T  [Longuet-Higgins ’81]: 

Image 
correspondences 

•  Essential matrix 



Epipolar geometry 

Image 
correspondences 

• Epipolar lines 
 
• Epipoles  

Properties (pay attention to geometric interpretations): 



Characterization of the Essential Matrix 

• Essential matrix Special 3x3 matrix 



Characterization of the Essential Matrix 

• Space of all Essential Matrices is 5 dimensional 

– 3 Degrees of Freedom - Rotation 

– 2 Degrees of Freedom – Translation (up to scale!) 

 

• Decompose essential matrix into R, T 

 

 

• Given feature correspondences, a straightforward approach is 
to find such Rotation and Translation that the epipolar error is 
minimized – nonlinear optimization  



Pose recovery from the Essential Matrix 

Essential matrix 



Estimating essential matrix 

• The eight-point linear constraint 

– Essential vector 

 

 

– Vectorized correspondence 

 

 

– Linear constraint 



Estimating essential matrix 

• The eight-point linear constraint 

– Multiple correspondences 

 

 

– More than 8 ideal correspondences 

– Due to noise, choose the eigenvector of ATA that 
correspondences to the smallest eigenvalue: 

 



Projection to the space of essential matrices 

There is a general theorem that is 
widely used in low-rank matrix recovery 



The eight-point method 



The eight-point method 



3D structure recovery 

• Eliminate one of the scale’s 

• Solve  LLSE problem 

If the configuration is non-critical, the Euclidean structure of then points 
and motion of the camera can be reconstructed up to a universal scale. 



Issues to take care of 

• Infinitesimal viewpoint change 
 

• Enough parallax 
 

 

• Positive depth constraint 
– Four potential solutions, i.e., E and –E, and each of leads to 

two solutions 

 

• General position requirement 



Camera Calibration 



Uncalibrated Camera – Intrinsic 
Parameters are unknown 

pixel 
coordinates 

calibrated 

coordinates 

Linear transformation 



Overview 

• Calibration with a rig (Checkborad for example) 

•   

• Uncalibrated epipolar geometry 

•   

• Ambiguities in image formation 

•   

• Stratified reconstruction 

 



Uncalibrated Camera Using 
Homogeneous Coordinates 

x
y

c

•  Pixel coordinates 

•  
•  Projection matrix 

This Lecture: 

• Image plane coordinates 

  
• Camera extrinsic parameters  
  
• Perspective projection 

Last Lecture: 



Calibration with a Rig 

Use the fact that both 3-D and 2-D coordinates of feature  
points on a pre-fabricated object (e.g., a cube) are known.  



Calibration with a Rig 

• Eliminate unknown scales 

• Given 3-D coordinates on known object   



Calibration with a Rig 

• Factor the        into                and      
   using QR decomposition 

• Solve for translation  

• Recover projection matrix 

Again singular value decomposition 



Uncalibrated Epipolar Geometry 
(not required) 



Uncalibrated Epipolar Geometry 

• Epipolar constraint 
•  
• Fundamental matrix 

•  
• Equivalent forms of 



Properties of the Fundamental Matrix 

Image 

correspondences 

• Epipolar lines 

•  
• Epipoles  



Properties of the Fundamental Matrix 

There is little structure in the matrix      except that          



Estimating Fundamental Matrix 

• Fundamental matrix can be estimated up to scale 

•  Find such F that the epipolar error is minimized  

• Denote 

• Rewrite 



Two view linear algorithm – 8-point 
algorithm 

• Project onto the essential manifold: 

•      cannot be unambiguously decomposed into pose 

  and calibration  

• Solve the LLSE problem: 

• Compute SVD of F recovered from data 

• Solution eigenvector associated with  
  smallest eigenvalue of ATA 



What Does F Tell Us? 

• F can be inferred from point matches (eight-point 
algorithm) 

 

• Cannot extract motion, structure and calibration from 
one fundamental matrix (two views) 

 

• F allows reconstruction up to a projective transformation 
(as we will see soon) 

 

• F encodes all the geometric information among two 
views when no additional information is available 



Comments 

• Without prior knowledge about the 
underlying 3D environment, one can only 
obtain Projective reconstruction rather than 
Euclidean reconstruction 

 

• With prior knowledge about the underlying 
3D environment (planar structures in 
particular), we can still perform Euclidean 
reconstruction 



Next Lecture: Two-View Stereo 


