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Today’s Topic 

• Nearest Neighbor 

– K-Nearest Neighbor Classifier 

• Linear Support Vector Machine (SVM) 

 

• Not covered in this class but later: 

– Adaboost 

– Random Forest  

 



Image classification as the example 

Cifar-10 

We will cover more advanced topics in image classification later 



Image classification 

The task in Image Classification is to predict a single label (or a distribution over labels as shown 

here to indicate our confidence) for a given image. 



Challenges 

• Recall the challenges for computing image descriptors 

• Viewpoint variation. 

• Scale variation 

• Deformation 

• Occlusion 

• Illumination conditions 

• Background clutter 

• Intra-class variation 

A good image classification model must be invariant to the cross product of all these 

variations, while simultaneously retaining sensitivity to the inter-class variations. 

 

 



Data-driven approach 

• Instead of hand-coding each category 

• Ask a computer to learn from data 

An example training set for four visual categories. In practice we may have 

thousands of categories and hundreds of thousands of images for each category 



The image classification pipeline 

• Input 

– Training set that consists of a set of N images, 
each labeled with one of K different classes 

• Learning 

– What everyone of the classes look like. training a 
classifier, or learning a model 

• Evaluation 

– we evaluate the quality of the classifier by asking 
it to predict labels for a new set of images that it 
has never seen before 



Nearest Neighbor Classifier 

Left: Example images from the CIFAR-10 dataset. Right: first column shows a few test images and next 

to each we show the top 10 nearest neighbors in the training set according to pixel-wise difference. 

L1 distance: Nearest neighbor accuracy: 38.6% 



The choice of distance  

Left: Example images from the CIFAR-10 dataset. Right: first column shows a few test images and next 

to each we show the top 10 nearest neighbors in the training set according to pixel-wise difference. 

L2 distance: Nearest neighbor accuracy: 35.4% 



k - Nearest Neighbor Classifier 

• Instead of finding the single closest image in the training set, 
we will find the top k closest images, and have them vote on 
the label of the test image 

L2 distance  

What are your observations? 



Validation sets for Hyperparameter tuning 

• hyperparameters (L1/L2, k) come up very often in the design 
of many Machine Learning algorithms that learn from data. 
not obvious what values/settings to choose. 

 

• Cross-validation (Many choices): in 5-fold cross-validation, we 
would split the training data into 5 equal folds, use 4 of them 
for training, and 1 for validation.  



5-fold cross-validation 



Pros and Cons of Nearest Neighbor classifier 

• Very simple to implement and understand 

 

• Computationally expensive 

– Approximate nearest neighbor using spatial data 
structures 

 

• Requires a good distance metric (learned one) 



Linear Classifier 

• Stepping stone for neural networks  

• Score function 

– that maps the raw data to class scores 

 

• Loss function 

– that quantifies the agreement between the 
predicted scores and the ground truth labels 



Parameterized mapping from images to 
label scores 

 
• We will start out with arguably the simplest possible function, 

a linear mapping: 

 
• the single matrix multiplication Wxi is effectively evaluating 10 

separate classifiers in parallel (one for each class), where each 
classifier is a row of W 

• once the learning is complete we can discard the entire 
training set and only keep the learned parameters 

• classifying the test image involves a single matrix 
multiplication and addition, which is significantly faster than 
comparing a test image to all training images 

weights bias vector 



Interpreting a linear classifier 



Analogy of images as high-dimensional points 



Interpretation of linear classifiers as template 
matching 

The score of each class for an image is then obtained by comparing each template  

with the image using an inner product (or dot product) one by one to find the one 

 that “fits” best. With this terminology, the linear classifier is doing template matching, 

 where the templates are learned.  



Bias trick 



Loss Term 

• Multiclass Support Vector Machine loss 

– The score for the j-th class is the j-th element: 

 

 

– For linear score functions 

Hinge loss:  



Regularization term 

• If W induces a zero loss, then                   will also 
induce a zero loss 

• Regularization penalty  

 

• Full multiclass SVM loss becomes 

 

 

• Full form 



Softmax classifier 

• It turns out that the SVM is one of two commonly seen 
classifiers. The other popular choice is the Softmax classifier, 
which has a different loss function 

• Cross-entropy loss that has the form: 

 

 

 

• Information-theory view 



SVM vs. Softmax 

Softmax classifier provides “probabilities” for each class 

In practice, SVM and Softmax are usually comparable 



Summary  

• K-nearest neighbor classifier – non parametric  

 

• Support vector machine – parametric 

 

• Softmax classifier - parametric 


