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Figure 1: Starting from a collection of unorganized objects, our framework generates tray designs for exhibition and packaging.

Abstract

We present a framework, called TrayGen, to generate tray designs for the exhibition and packaging of a collection
of objects. Based on principles from shape perception and visual merchandising, we abstract a number of design
guidelines on how to organize the objects on the tray for the exhibition of their individual features and mutual
relationships. Our framework realizes these guidelines by analyzing geometric shapes of the objects and optimiz-
ing their arrangement. We demonstrate that the resultant tray designs not only save space, but also highlight the
characteristic of each object and the inter-relations between objects.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Display Algorithms

1. Introduction

How to effectively pack objects is one of the fundamen-
tal problems in product design and operational research. A
good packing strategy can dramatically decrease the load-
ing and delivery cost. Many computational algorithms have
been proposed to generate good product layout, where the
main goal is to save space.

In this paper, we focus on the design of a packaging tray
for a collection of solid objects (see Fig. 2). Trays are widely
used in daily life to protect and store products. The objects
to be packed together are usually from the same category
and/or for the same purpose. They can be tools with similar
functionality, assemblies that form a real product, etc.

Packaging trays have a special layered structure, which
requires additional design considerations other than space
saving. On one hand, unlike a standard packaging problem

where the goal is to facilitate transportation, a packaging tray
also exhibits objects to the consumer. As a result, it is impor-
tant to organize and place objects so that their functionalities
are revealed. On the other hand, how to design the tray such
that a user can easily assemble the objects back on the tray,
is also an important factor.

While it is possible to generate a packaging tray by hand,
the design is often intuitively achieved without exploring the
potential layout space, requiring several rounds of refine-
ment. Thus, it is extremely desirable to have an automatic
system that facilitates the design process.

We present a computational framework which can auto-
matically generate tray design solutions with respect to flex-
ible user constraints (see Fig. 1). The core of our framework
is a set of design guidelines from shape perception and visual
merchandising, which provides cues on how objects should
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be placed. For example, objects with similar functionality
should be grouped together and placed closer. Moreover,
objects in the same group should be ordered in a way that
their differences can be easily recognized. This helps the
customer to gain a quick impression of the functionalities
of the products. Similar to [FCODS08, MYY∗10], our ap-
proach is based on the observation that the functionality of
an object can be inferred from its geometry and its surround-
ing shapes. We show that these high level guidelines can be
effectively implemented using shape analysis and optimiza-
tion techniques.

We demonstrate our framework on a range of data sets
from different categories. The experimental results and user
studies show that our framework can deliver good packaging
suggestions.

In summary, our work makes two major contributions.
First, we identify a set of guidelines to effectively arrange a
collection of objects for exhibition and packaging. Second,
we develop a computational framework that applies these
guidelines to generate plausible tray packaging solutions.

2. Related Work

Arranging objects. Object arrangement is well studied in
the area of operational research. Heuristic-based algorithms
usually attempt to solve the problem where the main goal
is space saving [IC01, LMM02]. Although other constraints
such as spatial relations can be added by probabilistic opti-
mization of a multi-modal objective function [CSY02], how
the objects are exhibited in the arrangement is not con-
sidered. Recently, techniques for arrangement optimization
have been applied to different scenarios in graphics. Merrell
et al. [MSL∗11] and Yu et al. [YYT∗11] optimize furniture
layout in a room. Yeh et al. [YYW∗12] synthesize layouts
with varying number of objects. In these approaches, the
inter-relations of objects are pre-defined. In contrast, Fisher
et al. [FRS∗12] learn spatial relations between objects from a
set of input scenes and synthesize context-preserving scenes
from a database. Our work differs from the above as follows.
First, we organize objects purely based on their geometric

Figure 2: Trays are widely used in our daily life.

attributes and no label (e.g., ‘table’, ‘chair’) is required. Sec-
ond, we focus more on how the layout exhibits object fea-
tures instead of the functionality of the layout itself.

Shape/Product perception. A comprehensive review on
shape perception and the well-known Gestalt laws of group-
ing is beyond the scope of this paper. Interested readers may
refer to [WEK∗12] for a survey on this topic and to the refer-
ences in [NSX∗11] for the applications in computer graph-
ics. In the area of marketing, visual merchandising aims at
creating a positive image of a business to prospective cus-
tomers [BSZP91]. Product packaging as a special kind of
visual merchandising is also referred to as ‘the salient sales-
man’ [Jon99], meaning the package layout itself should try
to reflect the feature of the product. We show that the rules in
shape perception and visual merchandising (e.g., similarity,
proximity, regularity) can also be applied to tray packaging.

Viewpoint selection. Viewpoint selection seeks to find the
best viewpoint to observe the features of a 3D shape. There
exist a variety of objectives for this task such as optimizing
viewpoint entropy [VFSH01] and surface saliency [LVJ05].
Please refer to a recent paper [SLF∗11] for a survey of this
problem. The major difference is that instead of processing
a single object, we consider multiple objects together.

3. Overview

In this paper, we consider the setting, where distinct objects
are usually nested in separated cells in a tray structure (see
Fig. 2). In particular, the shape of the corresponding cell is
roughly determined by the contour of the object when plac-
ing on the tray. The tray design problem is formulated as
computing the 2D projected contour of each object such that
(i) each contour reflects the semantic information of the cor-
responding object, and (ii) the arrangement of the 2D con-
tours reflects their mutual relations.

Specifically, the input to our framework comprises a set
of unorganized 3D objects S = {S1, . . . ,SN} represented by
triangle meshes (see Fig. 3). Our system explores the geo-
metric features of each object, inter-object relations based
on perception-driven design guidelines, to determine a 2D
projected contour for each object and an arrangement over
all objects, which will be used to generate the output tray
design. The whole pipeline has two major steps:

Contour selection. This step determines a projected con-
tour for each object and reduces the arrangement problem
from 3D to 2D. During the selection, we generate groups
for geometrically similar objects, optimize both individual
group saliency, which favors the preservation of geometric
features, and the inter-group saliency which prioritizes the
dissimilarity between different groups.

Contour arrangement. The second step initializes the con-
tour arrangement by considering the orientation of the pro-
jected contours as well as the regular structure of the objects
in the same group. Then we optimize the contour arrange-
ment in 2D to make the layout compact and clear, while the
inter-group relations can also be highlighted.
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input objects contour selection contour arrangement output tray design

Figure 3: Overview of our framework.

The following two sections elaborate the guidelines and
algorithms of the two major steps respectively.

4. Contour Selection

Tray design can be considered as a special packaging prob-
lem. However, the primary goal of solving a standard pack-
aging problem is to save space. While for tray design, the
exhibitions of shapes and inter-shape relations become the
dominant factors. By studying the principles on shape per-
ception [WEK∗12] and visual merchandising [BSZP91], we
summarize several perception-based guidelines for tray de-
sign. We classify these guidelines into two categories: con-
tour and arrangement related design guidelines. The contour
guidelines specify rules for choosing a 2D contour for each
object, such that the selected contours convey the semantics
of the objects. The arrangement guidelines specify how to
arrange these 2D contours such that the inter-relations of the
objects are highlighted.

4.1. Contour Guidelines

Similarity: The relations among geometrically similar ob-
jects should be preserved in the contours. This is partic-
ularly important for many tool sets, where several objects
have the same functionality but different sizes (e.g., pliers,
screwdrivers). (Section 4.2.1)

Saliency: Each object should be well displayed from the ex-
posed part when embedded in the tray. In addition, each con-
tour shall preserve the unique features of the corresponding
object, i.e, those features that rarely appear on other objects
(Section 4.2.2). This allows a user to quickly identify an ob-
ject from the corresponding contour and easily put it back.

4.2. Contour Selection Algorithm

4.2.1. Shape Clustering and Alignment.

We begin with performing shape clustering to divide the
input shape collection into groups of similar objects G =
{G1, . . . ,GM}. We propose to use D2 descriptor [OFCD02]
to represent global geometric feature of each object due to its
simplicity and robustness. Shape clusters are generated by
a standard spectral k-means clustering [NJW01]. The num-
ber of clusters k is automatically determined by identifying
the largest drop point in the k-means cost curve [KT03].

Note that more sophisticated shape descriptors and cluster-
ing methods can be used to further improve the result. The
user may also manually re-group objects when the shape de-
scriptor failed to capture high level semantic features. Fig-
ure 4 shows a typical classification result of our system.

If a group contains more than one object, we align these
objects so that their contours are selected in a consistent
manner (see Fig. 5). Specifically, we first compute an ap-
proximate minimal bounding box (MBB) of each object
using Principal Component Analysis followed by rotating
calipers [Tou83]. Then we select the object with the longest
MBB diagonal as reference. Other objects in the same group
are aligned to it by aligning their MBBs with respect to three
principal axes. We scale each object such that the length of
its MBB diagonal is the same as that of the reference. Since
the direction of a principal axis is ambiguous, we try dif-
ferent combinations and the alignment error is measured by
root-mean-square distance from the object to the reference.

4.2.2. Distinctive Contour Selection

The next step is to select a good view direction ~di for each
group Gi. The overall goal is that when observing objects
along the selected directions, the saliency of each group
and the dissimilarities between pairs of groups can be high-
lighted as much as possible. The objects in the same group
will later be placed on the tray along the selected direction,
while the corresponding contours will be used for object ar-
rangement in Section 5.

The key idea is to formulate view direction selection as

Figure 4: Shape classification leads to groups of geometri-
cally similar objects.
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before alignment after alignment

Figure 5: We perform shape alignment for the objects in the
same group based on their minimal bounding boxes (MBBs).

a quadratic integer program, whose variables correspond to
the candidate directions of all the groups. The first and sec-
ond order term characterize the saliency of each group and
the dissimilarities between pairs of groups, respectively.

Candidate view directions. In our system, we assume that
each group of objects is placed on the tray with a ‘canonical’
pose (see Fig. 2). More precisely, we generate 6 candidate
view directions, say ~di j, for each group Gi. Each direction is
orthogonal to one MBB face and points to the center. One
may also consider additional view directions if necessary.

View-dependent saliency: For each view direction ~di j, we
compute an extreme outer contour curve Ck

i j and a visi-
ble (partial) mesh Mk

i j for each group object Sk (Sk ∈ Gi).
The observed saliency score sk

i j of Sk is combined by a
contour saliency score and a surface saliency score (in
equal weights). We normalize two scores independently by
the maximal score among all view directions. The group
saliency score si j is the sum of the saliency scores of all
group objects.

In our implementation, we compute the contour saliency
score using a center-surrounded mechanism [IKN98]. More
specifically, we estimate curvature at each contour point and
apply two Gaussian filters with small and large kernel sizes.
The contour point saliency is defined as the difference be-
tween two filtered curvatures. The contour saliency is the in-
tegration of the saliency values over all contour points. The
surface saliency score is defined using the visibility ratio cri-
terion [PPB∗05], which is a product of the visible surface
area and the projection area along the view direction.

View-dependent dissimilarity: To emphasize the specialty
of each group when placing on the tray, we compute a dis-
similarity score si j,i′ j′ for two different candidate view di-
rections ~di j, ~di′ j′ of two different groups Gi, Gi′ . We use
shape contexts [BMP02] as a contour-based object descrip-
tor. For comparing groups with multiple objects, the dissim-
ilarity score is computed as the sum of the per-pair scores.

Optimization: We associate each candidate view direction
~di j with a binary indicator xi j ∈ {0,1}, where xi j = 1 means
the j-th candidate is selected for group Gi and xi j = 0 other-
wise. Based on the view-dependent group saliency score and
inter-group dissimilarity score, we formulate the following

candidate contours selected contours

Figure 6: The candidate contours are based on MBBs (left).
The selected group contours for the ‘tools’ data set (right).

quadratic problem to jointly select the view direction (pro-
jected contour) of each group:

max λ

∑
i j:i′ j′

xi jxi′ j′si j,i′ j′ +
∑

i j

xi jsi j,

s.t.
∑

j

xi j = 1,

xi j ∈ {0,1}. (1)

As the quadratic term in the above equation is dense, we use
the iterative coordinate ascent method [LH06] to compute
the optimal solution. We set λ = 0.1 for all our experiments.
Fig. 6 shows the selected contours (at a group level) for the
‘tools’ data set in Fig. 3.

5. Contour Arrangement

Based on the contours selected in the previous section, we
now describe the guidelines and algorithms on how to ar-
range them (in the xy-plane without loss of generality), lead-
ing to a packaging layout of all objects.

5.1. Arrangement Guidelines

Equilibrium: Each object should be placed on the tray with
a ‘natural’ orientation, e.g., it is the same orientation as peo-
ple usually place/hold the object. (Section 5.2.1)

Proportion: Objects in the same group should be placed
regularly and ordered by dimension (Section 5.2.2).

Compactness: Many objects with exactly the same shape
should not be displayed as multiple instances. It is better to
be stacked (Section 5.2.2). In addition, objects should have
a compact arrangement to save space (Section 5.3).

Clearance: Objects should not overlap. Moreover, for non-
cluttered exhibition, they should admit some distance in be-
tween. (Section 5.3)

Communication: For objects with strong spatial interrela-
tions, e.g., components of a rifle (see Figure 9), the arrange-
ment should reflect their inter-relations (Section 5.3).

5.2. Arrangement Initialization

Now we describe how to initialize the arrangement by con-
sidering the orientation of the selected contours and the reg-
ularity of the in-group layout.
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initial+MBB orientedinitial+hull

Figure 7: For the upright orientation, we use MBB to guide
the selection of supporting base from convex hull.

5.2.1. Contour Orientation

After contour selection, we still have freedom to rotate the
selected contour in the xy-plane (the corresponding object is
rotated accordingly, with the rotation axis passing through
its centroid and parallel to z-axis). To determine the ‘natu-
ral’ orientation, we consider four canonical poses for each
object determined by its MBB. For each pose, one MBB’s
face (orthogonal to y-axis) serves as the base of the object.
We apply the convex hull based approach in [FCODS08] to
measure a stability score for each pose. More precisely, for
each candidate face, we compute the coincident supporting
area from the convex hull of the object. The MBB’s face with
the largest supporting area will be selected as the support-
ing base of the object (see Fig. 7). Moreover, for the group
with multiple objects, we orient the reference object only
and align others accordingly.

For the object without a strongly preferable upright ori-
entation (can be inferred from the supporting area), the user
may specify one or allow it to rotate. To keep the pose canon-
ical, we restrict the rotation to be multiples of 90 degrees.

5.2.2. In-group arrangement

For objects in the same group, we prefer a ‘regular’ in-group
arrangement. Such regularity allows people to (i) quickly
perceive the common characteristics of the objects, and (ii)
easily identify the difference among objects.

Since the group objects are aligned already, a good way to
highlight the proportion is to sort out their varying sizes (see
Fig. 8). For objects with similar sizes, we generate a trans-
lational symmetry pattern (1-parameter or 2-parameter) as
shown in Fig. 8. When several objects have exactly the same
shape, arranging them one after another results in duplicated
visual information and requires too much space. Thus we
only highlight one instance and stack the others by using
minimal principal axis as stacking direction [LAZ∗12], the
view directions are changed accordingly (see Fig. 8).

5.3. Objectives for Arrangement Optimization

In this section, we describe the objective terms that measure
the quality of an arrangement L regarding to the arrangement
guidelines of all the groups.

queue stacksymmetry

Figure 8: Objects in the same group are arranged regularly.

Compactness. The first objective term fcp measures the
compactness of an arrangement:

fcp =
Abb∑

i Ai
, (2)

where Abb is the area of the axis-aligned bounding box that
encloses all contours (we aim at rectangular trays for now,
variations can be found in Section 6), and Ai is the area of
the 2D contour of object Si.

Clearance. We define the clearance term fcr as the sum of
the overlapping areas between pairs of contours from differ-
ent groups:

fcr =
∑
Si,S j

Ai∩A j

Ai +A j
, (3)

where Si and S j sum over all pairs of objects that do not be-
long to the same group. We use PQP [GLM96, LGLM99]
- a robust and efficient collision detection library to detect
and measure contour overlaps. In practice, avoiding overlap
turns out to be insufficient. The objects should have certain
distance in between. To address this issue, we perform dila-
tion for all the object contours using a circular kernel. The
circle radius r controls the clearance scale.

So far the inter-group spatial relation is not addressed. For
some data sets, it is very helpful for understanding the con-
nection between groups and the functionality of the whole
product. Thus we consider the following two terms.

Relative position. The relative position term frp considers
groups that can be assembled into a single layered functional
product (see Fig. 9). In this case, it is much better to arrange
them in a way that the overall assembly can be inferred from
the layout. Suppose such product is provided with a natural
pose and each component (group) is in the right position. We
first manually generate an exploded layout [LACS08] as the
initial layout. During the optimization, we add an extra term
frp as below to keep the relative positions and we mainly
allow groups to translate.

frp =

M∑
i=1

M∑
j=i+1

(~ri j−~r0
i j)

2, (4)

where ~r0
i j = ~o0

i −~o
0
j is the initial relative position between

the contour barycenters of Gi and G j, and~ri j stands for the
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initial arrangement (exploded) without relative position term with relative position term

Figure 9: The relative position term can help to infer the overall assembly.

without closeness with closeness

Figure 10: The closeness term can keep pairs of groups
close to highlight their inter-relation (e.g., the brush group
and powder box group).

current layout. Fig. 9 shows the effect of incorporating the
relative position term.

Closeness. The closeness term fcl considers groups of ob-
jects that tend to be used together (see Fig. 10):

fcl =
∑

(Gi,G j)∈I
(~oi−~o j)

2, (5)

where I contains all the close group pairs. Since it is chal-
lenging to infer functional dependency from geometry alone,
we expect the user to label group pairs that should stay close.

5.4. Optimization

To search for a good contour arrangement L, we define the
following objective function that combines the four objective
terms described above:

f (L) = fcp +wcr fcr +wrp frp +wcl fcl , (6)

where wcr, wrp and wcl specify the tradeoffs between dif-
ferent terms. For all the examples used in this paper, we set
wcr = 0.02, wrp = 0.005 and wcl = 0.005 (wrp and wcl are
not included unless otherwise noticed). Fig. 11 shows the
effect of different terms.

For optimization, we extend the stochastic pattern search
method [YC00] to explore the layout space and gener-
ate multiple optimized arrangements. We are aware of
other optimization strategies such as integer linear program-
ming [Dyc90] and branch-and-bound [KMP10]. However,
the complexity of our problem (i.e., optimizing positions and

initial arrangment

without compactness

without clearance

with both

Figure 11: The effect of individual terms in the optimization.

orientations of multiple objects with arbitrary shapes) makes
it hard to apply these techniques.

Specifically, starting from an initial arrangement L0, we
first evaluate the objective function f (L0). We then apply an
iterative process to improve the arrangement. At each step,
we generate a new layout L1 by performing one of the fol-
lowing three exploratory moves: (i) translating a random se-
lected group by perturbing all group objects using a Gaus-
sian term; (ii) rotating a random selected group according
to its admissible rotations (0◦,90◦,180◦,270◦); (iii) swap-
ping two randomly selected groups. L1 is accepted if it de-
creases the objective function, otherwise we go back to L0
and try another move. The search continues until the stop-
ping condition is met, which can either be the maximal iter-
ation number (10000) is reached, or the function value does
not decrease for a certain number of iterations (100).

To explore the multi-modal layout space, starting from
random initial arrangements (by moving all groups to the
center and randomly perturbing each group), we run several
optimizations in parallel (32 in our experiments). The resul-
tant arrangements are sorted according to objective function
values. We always select the best arrangement in the paper,
the user can also select lower ranked ones if preferable.

c© 2013 The Author(s)
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tools cosmetics toys vases

Figure 12: Our framework can generate tray designs for data sets from different categories.

(a)

(b)
(c)

Figure 13: Multiple design suggestions by our framework
with objective function value: (a) 1.713 (b) 1.733 (c) 1.740.

6. Results

We have implemented a tray design framework called Tray-
Gen, which combines the presented contour selection and
arrangement algorithms. The final tray model is generated
by performing a (boolean) difference of a tray box and the
contour-based bounding volumes of all transformed objects.
The size of the tray box can be adjusted by adding offsets
to the bounding box of all the objects (see Fig. 3). Fig. 12
shows the results on a range of data sets from different cate-
gories (tools, cosmetics, toy set, personal collection).

By default our system generates rectangular trays with
flexible sizes (i.e., no restriction on the width and height).
Fig. 13 shows multiple design suggestions generated by run-
ning TrayGen multiple times and selecting the best ones.
Note that different in-group layouts can be applied as well.

fixed

preferred height with constraints without constraints

Figure 14: Effects of user specified constraints.

The user may also have some preference on the tray size.
For example, the height of the tray is predefined. In such
case, we allow the user to add additional hard constraints to
the system (see Fig. 14). Starting from an initial layout sat-
isfying the constraints, we only accept the contour arrange-
ment in the feasible layout space during the optimization.

It is also possible to generate non-rectangular trays based
on our framework. For the circular case, this can be done
by slightly changing the compactness term in Equation 2.
Instead of using the axis-aligned bounding box, we compute
the minimal bounding circle. The resultant tray design can
be found in Fig. 1.

Performance. Our experimental platform is with an Intel
Xeon X5550 CPU (2.66 GHz, 4 cores, 8 threads). The tim-
ing of our framework is shown in Table 1. In particular, in
contour selection, about 80% of the time is for computing
D2 shape descriptor.

Evaluation. To evaluate the performance of our tray design
framework, we have compared its output (we call it TrayGen
result here) with layouts generated by TexturePacker [Tex13]
a popular software for packing multiple small textures into

c© 2013 The Author(s)
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data set # objects # faces select arrange
tools1 (Fig. 3) 12 15633 11.6 10.3
tools2 (Fig. 12) 26 26449 23.3 15.1
cosmetics 16 17476 15.5 10.0
toys 17 45733 17.7 18.6
vases 17 36372 18.5 10.5

Table 1: Performance statistics. The timings are in seconds.

Figure 15: A comparison between the layouts generated by
TrayGen (left) and the result of TexturePacker (right).

a single texture image. It applies different heuristics within
a prescribed image design domain, and the goal is to save
space. To make fair comparisons, we convert each object
into a 2D texture image based on the selected contour. The
sizes of the texture images and the image design domain are
the same as TrayGen. Fig. 15 shows one comparison (see
supplemental material for additional results). It is clear that
TrayGen better exhibits the inter-relations of objects.

We also asked a designer (whose expertise is product de-
sign) to manually generate tray layouts. All the models are
loaded into a 3D scene of a modeling software. The designer
can translate/rotate each object by the provided user inter-
face. We did not show the designer TrayGen result or any
other references. In average, it took the designer 20-25 min-
utes to generate one layout. Fig. 16 shows one comparison
(see supplemental material for additional results).

To quantitatively evaluate the quality of the results gen-
erated by TrayGen, we have conducted a user study, where
we asked 20 local residents of various majors to compare the
TrayGen results with the results from TexturePacker and the
design expert. We asked each participant to select the design
that he/she favors. The results are shown in Fig. 17.

Compared with TexturePacker, almost all participants se-

Figure 16: A comparison between the results generated by
TrayGen (left) and the manual result (right).

0%

20%

40%

60%

80%

100%
TrayGen TexturePacker

t1 t2 cos. toys vases
0%

20%

40%

60%

80%

100%

t1 t2 cos. toys vases

TrayGen Manual

Figure 17: Comparisons of TrayGen result with Tex-
turePacker result (left) and manual design (right). The corre-
sponding histogram shows the statistics of design preference
from the user study.

lected TrayGen result without hesitation. Their explanation
was that the TrayGen result looked better organized, and it
was much easier to identify individual objects. On the other
hand, the manual design results share common characteris-
tics (similarity, alignment, etc.) in the object arrangement
with those of TrayGen, thus it apparently took the partici-
pants more time to select the better one. From the statistics
we can see that TrayGen is slightly better in terms of over-
all performance. In particular, TrayGen highlights more of
the object inter-relations (e.g., by setting smaller in-group
distance and bigger inter-group distance). It leads to better
results for the tools in Fig. 3 and the cosmetics set in Fig. 12.
In contrast, for the vase data set, where aesthetics is a dom-
inant factor (e.g., alignment to the boundary), participants
tend to pick the manual design.

Limitations. Since only the outer contour is considered to
avoid clutter, one limitation of our framework is that it does
not allow nested objects. For example, in Fig. 3, small item
could be put in the inner empty area of the saw to save more
space. This could be solved by grouping different type of ob-
jects in a preprocessing stage. Another limitation is that we
only process rigid objects. Deformable objects (e.g., cable,
cloth) certainly have more freedom for packing and display.

7. Conclusions and Future Work

In this paper, we have presented a tray design framework
called TrayGen for the exhibition and packaging of a collec-
tion of solid objects. The framework optimizes space occu-
pation, exhibits the visual features of each object and high-
lights the inter-relations among multiple objects. Experi-
mental results demonstrate that TrayGen can generate pleas-
ing tray designs on a variety of data sets.

There are a number of ways to improve the current frame-
work. First, although similar objects are arranged in a reg-
ular way, and the clearance term prevents cluttered layout,
the overall aesthetics of the layout such as group-wise align-
ment and layout balance, can still be improved. Second, so
far we have focused on designing trays with a single layer.
In the future, we plan to consider how to arrange objects in
multiple layers. Third, our analysis is mainly based on ge-
ometry. However, other object properties such as weight and
texture (if applicable) could be incorporated as well. Finally,
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the tray model from boolean operation is only a prototype.
In some cases, auxiliary structures are necessary for a real
design, e.g., partially dilated cells that facilitate the grasp of
objects (see Fig. 2).

In the future, we would like to apply the perception based
arrangement guidelines for visualizing 3D model collections
from online shape repositories, e.g., generating a thumbnail
of a model collection for instant on-line preview.
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