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l .  Introduction

A linear order to be called the genetic order, ot

G-order for short, can be establistred among list struc'

tures by using their storage adclresses, endorved upon

cleation (thelenesis of the term 
"genetic"), as order'

ing indices, provided that the list processing system

eriployed consistently preserves the-G'order' Espe'

ciaitl',itre system garbage collector (GC-)-has1o-be of

rt',. i1:p. of "genetic order preservrrzg (GOP)"' It

,t.,ouia^ be noied that the classic GC in LISP l'5 [10]

is GOP. Wegbreit 's compactifying GC [13] is also

GOP, but other compacting and compactifying GC's

b1' Bobrorv [3], Cheney [4] and Hansen-[7] are non-

iOp. (nf-tif. "compacting" means the relocation of

actire cells ;nto a ccn;ecutive area with the elimina-

rion of cdr cells of lists [4,7], 
"compactifying" means

rhe same rvithout cdr cell elimination [3'13]')

A large number of searching, sorting and merging

t.'chniques rvhich all utilize some kind of linear otder

.rnongih. data, has been developed and applied to

tire speeding up of operations on various data struc'

,ur.r Jt,9]. An objective of this note is to point out

the fact that the techniques just mentioned are all

readily applicable to list structures by utilizing the

G-order in GOP'systems' Although the utilization of

*re G-order is not practiced in nrost existing l ist pro
' cessins schemes, it rvould be rvorth while to fully

exploir the effectiveness ofsuch uti l ization of the

G-order, and as the first step, rve classify l ist pro-

cessing schemes especially garbage collectors into

COP and non-GOP-

Another objective of this note is to ProPose two

compactifying GOP-GC's. Com pactifying GC's gen-

eratty coniist of tht." phases: marking of active cells'

pointer adjustments and relocation of cells' Marking

*d ,rlo.uiion algoritlims are relatively simple' and

frli tig"ti,ft*s (iuittr the time complexity being fro'

oortional to the amount of storage, e'g', see [8]) can

fe designed easily. On the other hand' the pbinter

adjustnient phase of most knorvn schemes is rather

.oitly in time or space or in both [3'4J'13]'
Two pointgr adjustrnent schenres are proposed in

this note. One is slorv, but reguires no extra storage-

It uses a G-ordered binary tree, i'e', a binary tree

with the address ofeach tree node itselfbeing used as

a nodal datum. This scheme also gives an example of

an algorithm rvhich fully utilizes the G-orcler (G-t''rder

self ipplied to an i-rnplementation of a GOP system)'

ff,e ottrer is fast, O(1) per pointer adjustment and

is believed to be suited for hardn'are implementation'

but requires some extra storage'

2. Pointer adjustment scheme using a G-ordered tree

T*t A bethe address space' At the beginning of

the pointer adjustment phase' let r4 be Partidoned

into t's/arlds of successive active cells and gaps betrveen

islands as

A = Io U Gl U.Il -.. GnV In

(cf. Fig. l) where.[ is the i'th island and G; is the gap

U.t*"Jn iilands -[-1 and f' The trivial case consisting
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Fig. l. Islands, gaps and the G-tree representation'

by the follorving conditional formula:

( e o  l f  P 1 g 1
I

offset valtre = 
| tt i f gi 1P (g;*1,

, I
\ e '  i f g n l P '

Obviously this conditional forrnula carr be

Y I

tr"t, 't'

L ^  . /
. V t

Gt .  l . t
/ . /

G2 t : , ; Ge tr)

E
Ta  =  (  ( e0 ,

D  =  (  e o "

A the gddress sPace

I . :  i - t h  i s l a n d
t -

c . i :  gap be tween I i - l  tnC I i

e r :  the  o f fse t  va lue  o f  I . '

s i t  .n  address  chosen f rom Gt

of a single island is omitted' Without loss in generality

*. ,rrrirn. that all islands and gaps are non'void' When

the active pointer belongs to.[, the pointer has to be

adjusted by an offset value ei whictr is the antount

that I has to Ue moueO upon relocation' kt gi be an

address chosen from each EaP Gi as a representative'

The offset value for adjusting a pointer p is defined

28

(2.1)

fully



Vo lu r t t e  7 ,  nun tbe r  I

specifled bY the 2rr + l -ttrPle D =

of  of fset  and gaP data e;  and g; .

Def i r r i t ion l .The G-t ree representat ion of  D is  del lned

as nested ordered t r ip les urade bf  inser t ing pai rs  of

parenrheses into D so that each second elentent of

iripies is ci (l < i ( n, cf. Fig' l). Each triple (T'1iT")

is said tole a node of the G-tree, where each of I '

and T" is either one of the offset values es, €1, .", €n

(leaf of the tred) or a lefi- or right-subtree node'

Proposition 1. For a given data D tvitlt n gaps, there

are 2,rCnf (n + l) differertt G-trees-

Proof. This follorvs directly from the rvell knorvn

result in combinatorics (e.g., see [8, p-389]) on the

number of binary trees s'ith rl nodes.

koposition 2. Anv of the Gtrees cah fully specify

the conditional fontula (2.1):

Proof. D can be reconstnrcted from the G-tree by

eliminating all pairs of parentheses except for the out-

most one.

Definit ion 2. A G-tree is called an R-ftsl if all closing

parentheses of the nested triples are placed at the

right end (cf. Fig. l). A G'tree is called an L-ftsr if

all opening parentheses are placed at the left end'
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Proposition 3. Data 2n + l-tuple D lus a unique R-list

ancl a unique LJist, ond for n 2.1 the R-list and tlrc

L/[st are differcnt.

Proof. By induction on the nuniber of G-tree nodes rt '

Definition 3. Le.t T | = ((TgiT') 8{-) and T2 =

(Tg;(T'g[")) be G'trees or sub G-trees- A G-tree

transform a tio n T r = L(Iz) is called an L transforma'

tion (cf . Fig. 2). The inverse transformatiol T, =

R(fr) is called an R transfonnation-

Proposition 4. For a given data 2n + l'ruple D, all

znCnl@ + l) different G'trees can be obtained by

applying Rand L transfannatiots successively to a

G-tree.

koof. By induction on the number of the tree nodes re

Since eaclr gap G; is assumed to be non-void con'

taining at least one cell at addressg;, each node of

the G-tree can be represented by using one cell at

each gap, provided that each list cell san hold trvo

tag bits and two data. A datum with tag bit on repre-

sents an offset value (leaf of tree), and a datum with

tag bit off represents a pointer to another subtree

node. Given a pointer p to be adjusted' and a root r

of a G-tree, the offset value in accordance with (2'l)

can be found by the recursive procedure (2.2) rwitten

in Pidgin ALCOL Il] in which "call$y-value" parant-

R- tra ns fo rma t i on

T t  =  ( ( T  9 i  T ' )  s j  T " )  =  T ,  =  ( T  s i  ( T ' 9 j  T " ) )

L -trans fo rma t i on

Fig. 2. Transfornration of G-trees'
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p o i n t e r
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.  0 f fse t  Mark  b i t  Tab les
Reg is te rs  (each 2n  u i ts )

0, :  the content of the k-th offset
K reg  i  s te r .

adjusted pointer
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The correctness of tnis prliocJdu-'1e applied tc Gtrees

can be easily proved by induction on the number of

nodes n of the G-tree.
Each node of the G-tree:contains only two data-

Procedure (2.2)((23) as rvetrff) makes a binary tree

search on the C-tree with making use of the address

of each tree node itself as tlre third (implicit) datum-

Note that three (explicit) data are needed Per tree

node in conventional binary t.ree search nrethods

l l , 9 l .
Wegbreit Il3J proposed to make a binary search

on a tree constructed in the inactive (gap) space to

frnd the offset value, but the lree requires the storage

for a nodal datum ('covering ddress' in his terminol-

ogy) in addition to the two pointers- The gap con-

sisting of one cell is no( enough for storing these

three data in his case, so that the binary search tree

2^
I
I
t-T-
I
I

2n

I
-l

I
I
I

eter binding and nronu da;a type represcnraticn crf

pointers and leaf (offset) values are assumed.

procedure GETOFFSET (P, r):
. if r is a leaf then return r

else
if. r >g p then return CETOFFSET(p, leftsubtree(r))- 

else return GETOFFSET(p' rightsubtree(r))
(2.2t

Here )ris the predicate for checking the G'order'

This procedure can be readily transformed into the

follorving iterative procedu re.

procedure GETOFFSET(P, r):
begin
I: if r is a leaf then return /;

i t  r  )sP then r e leftsubtree(r)-  
e lser * r ieh tsubt ree( r ) ;

&oto L
e n d

30
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cannot  be constructec l  $ i thout  us ing extra storage in

case each gap consists  o i  only  one cel l '

The speed of  b inrry  t ree searc l l  can be ntax inr ized

br balarrc ing the heig l r t  o f  the t rec l ike in  the case of

AVL t rees L l l .  An R- l is t  rv i th  height  n can be easi ly

constructed by a l inear srveep througlr the storage'

Bi' using a rvell established method of balancing the

height  o i  t rees (e.g. ,  see I i ,9 ] ) ,  rve readi ly  obta in the

iolL*ing procedure (2.4) rvhich transforms the

R-list inio a height'balanced tree with heiSht I log2 rt1'

procedure BALANCETREE(I):
bcgin

l .  P  * e n i

2 . . 4 :  s  * t ; r  *  r i gh t sub t ree ( t ) :

3.  B:  t t  *  r ightsubtree(r) ;

4.  1111 = P then i f  t  = s t l ten return r

else

5 .  beg in  P  -  r : t  ? r i go toA

e n d ;

6.  u -  r ightsubtree(rr) ;

7.  11,  = p then i f  u = r  then return t

else

8 -  beg inP  - - t t i t  ? r "go toA

e n d ;

9.  replace r igJr tsubtree ofs bY u;

10. replace rightsubtree ofr by leftsubtree(tr);

I  i .  replace lef tsubtree of t {  bY t ;

1 2 .  t + v ; s - u ; g o t o B

end  Q '4 )

Here r is init iall l '  the root of the R-list, and the

procedure Ieturns the root  of  the resul tant  balanced

t  ree .

Proposition 5. Gi,-en a root r of an P.-list, the result

oj proceclure (1.+) ts a (height-:balanced) C-tree'

Proof. In procedure (:.4) tree transformation is per-

forrned at l ines 9-l l, u{rich turns out to be an L

transformation. Hence. the resultant tree is a G-tree

b1'Proposi t ion 4.

Bv using the heiglit-baianced G-tree rvith n nodes

in pro;edure (1.2) ,  t ime for  each pointer  adjustntent

is  O( log2rr) .

3. A fast pointer adjustrnent scheme

Each pointerPcan be adjusted in  O( l )  t ime by

using exira storage for offset registers and nrarkirtg

bir tables. This scherne is believed to be suited for

hrrc ls 'are in tp lenler l tar ion (see Fig '  3)  to  calculate

INITORNIATION PROCESSI NG LETTERS January  1978

I, ]
. i

the offlset value efficiently- The calcttlation of the

offset value for adjusting pointer P is to be nrade as

follows:
I{ask the 2" bit string frorn the LPl2" J'th nrarking

bit table with the value 2'od(P'')-t (nit string of
' l 's ,  mod(P,2n)  in  length,  rvhere nrod(P,2")= P -

LPl2" J r, 2n). Count inactive state bits (rnarked ' l ')

of the masked bit string. (The count is the nurnber oI

inactive cells from LPIZ" J *?' to P.) Add it to the

content ol LPl2't J-th offset register wirich holds the

total number of inactive cells counted from 0 to

LP12" J *2n - i. The contenis of olfset registers are

set by counting inactive state bits in the bit table at

the beginning of the pointer adjustnlent phase'

If buffer (cache) nremory is used for bit table and

offset registers and if the i'th oflset register and the

f-th marking bit table can be read simultaneously,

this calculation can be perfornred rvithin a single

buffer cycle time. tr{oreover, if a machine rvith a pipe

line control for read and lvrite operations on memory

be built, the pointer adjustment tinre rvill be absorbed

into the data relocation time-

In case n = 4 and the storage capacity is 65 K list

cells each 64 bit long, 16 bits are enough for each

offset register, so tlrat the extra storage needed is

3J25% of the total storage-

4. Concluding remarks

The concepts of G'("genetic") order and GOP

("genetic order preserving") system were introduced,

and the effectiveness of the uti l ization of the G-order

was exemplif ied by a binary search on G-ordered

binary tress.
The concept of the G-order is believed to have

many applications in searching, sorting and merging

techniques *'hich all uti l ize some kind of l inear order

alnong the data. Concurrent garbage collector I I I '  I 2]

of the GOP t1'pe s'ould be an interesting theme for

further researcll.
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