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Abstract. This paper presents a new refutation procedure for multi-
modular systems of integer constraints that commonly arise when verify-
ing cryptographic protocols. These systems, involving polynomial equal-
ities and disequalities modulo different constants, are challenging for ex-
isting solvers due to their inability to exploit multimodular structure.
To address this issue, our method partitions constraints by modulus and
uses lifting and lowering techniques to share information across subsys-
tems, supported by algebraic tools like weighted Gröbner bases. Our
experiments show that the proposed method outperforms existing state-
of-the-art solvers in verifying cryptographic implementations related to
Montgomery arithmetic and zero-knowledge proofs.

1 Introduction
Throughout history, cryptosystems have been defined using modular arithmetic.
The first symmetric cipher—the Caesar cipher—used arithmetic modulo the
alphabet size. The first public key exchange (Diffie-Hellman [24]) used arithmetic
modulo a large prime. The first digital signature (RSA [72]) used arithmetic
modulo a large biprime. More recently, cryptosystems that compute on secret
data, such as homomorphic encryption [37], multiparty computation [83], and
zero-knowledge proofs (ZKPs) [38], often perform computation modulo a prime.

The relationship between integer arithmetic systems with different moduli
plays a central role in implementing cryptography. Generally, this is because the
cryptosystem is defined using a modulus that is different from the one natively
supported by the computational model. For example, microprocessors efficiently
perform arithmetic modulo powers of two (e.g., 216, 232, 264, . . . ), but elliptic-
curve cryptosystems require arithmetic modulo ≈256-bit primes. To bridge the
gap, implementations use techniques such as Montgomery and Barrett reduc-
tion [7, 56]. Similar problems (and solutions) arise in other contexts, such as when
using ZKPs. ZKPs often only support arithmetic modulo a large prime [78] and
must then find ways to express and prove any properties that are not natively
defined modulo that prime.
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https://zenodo.org/records/15220343
http://orcid.org/0000-0001-9950-672X
http://orcid.org/0000-0002-0181-6752
http://orcid.org/0000-0002-9253-9585
http://orcid.org/0000-0002-9685-7361
http://orcid.org/0000-0003-3900-5602
http://orcid.org/0000-0001-8006-1230
http://orcid.org/0000-0002-9522-3084


2 E. Pertseva et al.

Z

Z2 Z7 · · ·

algebraic reasoning
lemma exchange

Fig. 1: Overview of our refutation procedure. Integer-reasoning interacts with
modules for reasoning about equations modulo constants, e.g. (in this figure,
modulo 2 and 7).

Thus, when the correctness of a cryptosystem is expressed as a logical formula,
such as a Satisfiability Modulo Theories (SMT) formula, it often contains equa-
tions with different moduli. Some of the equations express the cryptographic
specification (e.g., modulo the prime 2255 − 19), and others express the opera-
tions performed by the implementation (e.g., modulo 264). We call such sets of
constraints multimodular systems.

Unfortunately, such multimodular systems are hard for existing SMT solvers.
One approach is to use a theory that explicitly supports the modulus opera-
tor, such as integers or bit-vectors. In practice, this leads to poor performance
because the solvers for these theories are designed for general modular reduc-
tion (i.e., where the modulus could be a variable) and are not optimized for
the special case of many constraints with constant moduli. Another approach is
to combine theories optimized for different constant moduli, such as bit-vectors
(modulo a power of two) and finite fields (modulo a prime). This also performs
poorly because existing combination mechanisms cannot exchange sufficiently
powerful lemmas between the theories.

The primary contribution of this paper is a novel refutation procedure for mul-
timodular systems. The procedure, illustrated in Figure 1, partitions constraints
into subsystems based on their moduli and then does local reasoning within each
subsystem to detect conflicts. Global reasoning is done by exchanging lemmas
across subsystems. This is facilitated by two key techniques: lifting, which pro-
motes modular constraints to the integer domain, and lowering, which projects
integer constraints into specific moduli. The derivation and exchange of lemmas
is further supported by two complementary strategies. First, range analysis is
used to verify whether a literal can be soundly lifted or lowered without altering
the satisfiability of the overall system. Second, the procedure identifies addi-
tional literals implied by a given subsystem using algebraic techniques, such as
weighted Gröbner bases and integer linear programming, to uncover constraints
that enhance cross-subsystem reasoning.

We apply our procedure to unsatisfiable benchmarks based on three kinds
of cryptographic implementations. The implementations include Montgomery
arithmetic [56], non-native field arithmetic for a ZKP [64, 75], and multi-precision
bit-vector arithmetic for a ZKP [49]. We implement our procedure in cvc5 [3],
and show that it significantly outperforms prior solvers on these benchmarks.
To summarize, our contributions are:
1. a refutation procedure for multimodular systems;
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2. two algorithms for finding shareable lemmas, one using a weighted monomial
order and the other using integer linear constraints; and

3. multimodular benchmarks from cryptographic verification applications.
The rest of the paper is organized as follows. We give a motivating example

in Section 2, provide background in Section 3, introduce a logic for multimod-
ular systems in Section 4, explain our refutation procedure in Section 5 and its
implementation in Section 6, present benchmarks and experiments in Section 7,
discuss related work in Section 8, and conclude in Section 9.

2 Motivating Example
Consider the following system of constraints Φ, which is based on code from a
zero-knowledge proof library written by Succinct Labs [75]:

Φ ≜ xy ≡ r1 + c1p mod q ∧ 0 ≤ r1, c1 < p ∧
r1y ≡ r2 + c2p mod q ∧ 0 ≤ r2, c2 < p ∧

x+ r2 ≡ r3 + c3p mod q ∧ 0 ≤ r3, c3 < p

Here, p and q are concrete primes of 32 and 256 bits respectively, but their
specific values are not important. Φ is designed to ensure a correctness condition
C ≜ (x+ xy2 ≡ r3 mod p), assuming bounds on the inputs x and y: B ≜ (0 ≤
x, y < p). Formally, proving Φ is correct is equivalent to proving the validity of
(Φ ∧B)⇒ C, or to proving the unsatisfiability of:

Φ ∧B ∧ ¬C (1)

It is easy enough to refute Formula (1) by hand. First, observe that the range
constraints in B and Φ ensure that none of the equivalences in Φ can overflow
mod q—so the equivalences hold over the integers. Second, observe that said
equivalences must also hold mod p:

xy ≡ r1 mod p ∧ r1y ≡ r2 mod p ∧ x+ r2 ≡ r3 mod p

Third, these equivalences imply x+ xy2 ≡ r3 (mod p), which contradicts ¬C.
However, existing SMT solvers fail to do this refutation. For example, when

Formula (1) is encoded in QF_NIA using explicit modular reductions, state-of-
the-art SMT solvers (including cvc5, z3, MathSAT, and Yices) fail to solve it.
And when the formula is encoded in QF_BV using 512-bit bit-vectors, none of
cvc5, z3, nor bitwuzla can solve it.1 QF_FF solvers (cvc5 and Yices) do not apply
because they cannot encode a variable modulo more than one prime.

The key ingredients in the manual refutation were lifting equalities from a
modular space into the integers—and then lowering them back to a different
modular space. In this paper, we show how to design a procedure that performs
this lifting and lowering automatically.

3 Background
In this section, we define notation and provide a brief overview of algebra [54],
ideals [22], and SMT [6]. More details can be found in the cited work.
1 All tests were run with a time limit of 20 minutes and a memory limit of 8GB.
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3.1 Algebra

Sets, Intervals, and Functions Let Z be the integers, Z≥0 the non-negative in-
tegers, and Z+ the positive integers. Let Z+

∞ be Z+ ∪ {∞}, and let Zn be the
non-negative integers less than n. X denotes the set of variables {x1, . . . , xk}.
For a set S and some t, the notation S,t abbreviates S ∪ {t}. [i, j] denotes the
closed integer interval from i to j. Interval intersection is defined in the usual
way: [a, b]∩ [c, d] = [max(a, c),min(b, d)]. For an interval, pair, or sequence t, we
denote by ti the ith element of t, e.g., (a, b)1 = a. We use two variants of the
modulo function. a mod n, for a ∈ Z and n ∈ Z+, is the unique r ∈ Zn such that
a = qn+ r for some q ∈ Z (as in SMT-LIB [5]). The signed variant a smod n is
defined as a mod n if that value is at most n

2 and (a mod n)− n otherwise.

Polynomial Rings Let R be a ring [25]. We overload Z to also denote the integer
ring and Zn to also denote the ring over {0, . . . , n− 1}, with addition and mul-
tiplication modulo n. Both Z and Zn are principal ideal rings (PIR), and if n is
prime, Zn is also a field. Let R[X] denote the ring of polynomials with variables
in X and coefficients in R. In this paper, we focus on the following rings: (1)
Z[X], which is the ring of polynomials with integer coefficients, and (2) Zn[X],
which is the ring of polynomials with integer coefficients modulo n. In ring R[X],
a monomial is a polynomial of the form xe1

1 · · ·x
ek
k , with ei ∈ Z≥0. When ei = 0

for every i, we denote the monomial as 1. A term is a monomial multiplied by a
coefficient. Polynomials are written as a sum of terms with distinct monomials.

Monomial Orders A monomial order ≤ is a total order on monomials that
satisfies the following properties: (i) 1 ≤ m for every monomial m; and (ii)
for all monomials m1,m2,m, if m1 ≤ m2, then m1m ≤ m2m. Examples of
monomial orders for a monomial of the form xe1

1 · · ·x
ek
k include the following:

lexicographic order compares monomials by (lexicographically) comparing their
exponent tuples (e1, . . . , ek), graded reverse lexicographic order by comparing
(
∑k

i=1 ei,−ek, . . . ,−e1), and weighted reverse lexicographic order by comparing
(
∑k

i=1 wiei,−ek, . . . ,−e1) for a fixed tuple of weights (w1 . . . wk). Given a mono-
mial order, the leading monomial of a polynomial p, denoted lm(p), is the largest
monomial occurring in p with respect to the monomial order. The leading term,
denoted lt(p), is that monomial’s term.

3.2 Ideals

For a set of polynomials S = {f1, . . . , fn} ⊂ R[X], I(S) = {g1f1 + · · · + gnfn |
gi ∈ R[X]} is the ideal generated by S. In order to disambiguate which ring R
is meant in the definition of an ideal, we use the notation In(S), with n ∈ Z+

∞.
The meaning of In(S) is either the ideal generated by S with gi ∈ Zn[X], when
n ∈ Z+, or the ideal generated by S with gi ∈ Z[X], when n =∞.

A solution to the polynomial system S ⊂ R[X], is a ∈ Rk such that for
all f ∈ S, f(a1, . . . , ak) = 0. The set of all solutions is called the variety of S,
denoted V(S). As above, we use the subscript n to distinguish among rings. Thus
Vn(S) for n ∈ Z+ is a subset of Zk

n and V∞(S) is a subset of Zk. If 1 ∈ In(S),
then Vn(S) = ∅, i.e., S has no solution. However, the converse does not hold.
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One incomplete test for ideal membership is reduction. For the polynomials p,
g, and r ∈ R[X], where R is a PIR, p reduces to r modulo g, written p→g r, if
some term t of p is divisible by lt(g) with r = p− t

lt(g)g [27]. If R is a field, then
p→g r, if some term t of p is divisible by lm(g). Reduction is also defined for a
set of polynomials S, written as p →S r. p reduces to r modulo S if there is a
sequence of reductions from p to r, each modulo some polynomial in S, and no
further reduction of r modulo S is possible. If p reduces to 0 modulo S then p
belongs to the ideal generated by S. However, once again, the converse does not
hold.

Gröbner bases A Gröbner basis [13] is a set of polynomials with special proper-
ties, including that reduction is a complete test for ideal membership: p reduces
to 0 modulo a Gröbner basis iff p belongs to the ideal generated by the Gröbner
basis. There exist numerous algorithms for computing Gröbner bases, including
Buchberger’s algorithm [13], F4 [32], and F5 [33]. We use GBn,≤ with n ∈ Z+

∞ to
refer to a Gröbner basis computation. The subscript n indicates which ring the
Gröbner basis is computed in (n ∈ Z+ means Zn[X] and n = ∞ means Z[X]),
while ≤ indicates which monomial order to use. In this paper, we assume Gröb-
ner bases are strong and reduced, meaning that GBn,≤ is always deterministic,
producing a single unique basis.

3.3 SMT

In addition to the algebraic domains above, we also work in the logical setting
of many-sorted first-order logic with equality [29]. Σ denotes a signature with a
set of sort symbols (including Bool), a symbol family ≈σ with sort σ×σ → Bool
for all sorts σ ∈ Σ,2 and a set of interpreted function symbols. We assume the
usual definitions of well-sorted Σ-terms and literals, and refer to Σ-terms of
sort Bool as formulas. To distinguish logical Σ-terms from algebraic terms in
polynomials (defined above), we write Σ-term to refer to the former, where Σ
is the signature. A theory is a pair T = (Σ, I), where Σ is a signature and
I is a class of Σ-interpretations. A logic is a theory together with a syntactic
restriction on formulas. A formula ϕ is satisfiable if it evaluates to true in some
interpretation in I. Otherwise, ϕ is unsatisfiable.

The CDCL(T ) framework of SMT aims to determine if a formula ϕ is satisfi-
able. At a high level, a core module explores the propositional abstraction of ϕ
and forwards literals corresponding to the current propositional assignment to
the theory solver. A theory solver, specialized for a particular theory T , checks if
there exists an interpretation that satisfies the received set of literals. We focus
on three main theories. The theory of finite fields (defined in [65]), which we
refer to as TFF, reasons about finite fields, i.e., rings Zn[X] where n is prime.
We also make use of the standard SMT-LIB [5] theories of bit-vectors, which we
denote TBV, and integer arithmetic, which we denote TInt. For two TInt terms s,
t, we abbreviate the literal ¬(s ≈ t) as s ̸≈ t. We use ▷◁ to refer to an operator
in the set {≈, ̸≈}. QF_NIA refers to the SMT-LIB logic that uses the theory TInt
and restricts formulas to be quantifier-free.

2 We drop the σ subscript when it is clear from context.
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Symbol Arity

n ∈ Z Int
−,+,× Int × Int → Int
mod Int × Int → Int
≈ Int × Int → Bool
≤,≥ Int × Int → Bool

(a) Signature used by QF_MIA.

Op→ × | + | -
Exp→ (Exp Op Exp) | Var | Int

BExp→ Var ≤ Int | Var ≥ Int

EqExp→ Exp ≈ 0 | Exp mod Int ≈ 0

Atom→ BExp | EqExp
Literal→ Atom | ¬Atom

(b) QF_MIA grammar; Int ∈ Z and Var ∈ X.

Fig. 2: The signature and grammar for QF_MIA, a fragment of QF_NIA.

4 A Multimodular Logic

Previous work on verifying arithmetic modulo large primes [65, 66] encodes con-
straints using TFF. However, the signature of TFF does not support non-prime
moduli or constraints that share variables and use different moduli, limiting the
range of problems that can be encoded. Instead, we encode multimodular con-
straints directly in TInt. However, we restrict the syntax of TInt by defining a
logic called QF_MIA (multimodular integer arithmetic), which is a fragment of
QF_NIA. Importantly, QF_MIA is not semantically weaker than QF_NIA; it includes
integer polynomials and predicates, so all of QF_NIA can be encoded in QF_MIA

via standard rewrites. Rather, QF_MIA is a syntactic restriction of QF_NIA that
is designed to make the multimodular structure of queries clearer so that our
procedure can leverage that structure.

The subset of the signature of TInt used by QF_MIA is shown in Figure 2a. From
now on, we use Σ to denote this signature. A grammar for the syntactic fragment
of QF_MIA is shown in Figure 2b. We assume a set X = {x1, . . . , xk} of logical
variables of sort Int and define corresponding categories of Σ-terms as follows. A
QF_MIA expression (produced by Exp) is either an integer constant, a variable (in
X ), or an application of one of the operators −, +, or × to two expressions. For
simplicity, we often represent multiplication with juxtaposition (e.g., ab instead
of a×b) and leave out parentheses when clear from context (i.e., when they can be
inferred from standard operator precedence rules). A QF_MIA atom (produced by
Atom) is an inequality (between a variable and a constant), an equality between
an expression and 0, or an equality between an expression modulo some integer
constant and zero. A QF_MIA literal (produced by Literal) is either an atom
or the negation of an atom. From now on, unless otherwise noted, expressions,
atoms, and literals are QF_MIA expressions, atoms, and literals. We also assume
that interpretations are TInt-interpretations and all notions of satisfiability are
modulo TInt. Since we need to work in both the algebraic and the logical domains,
we assume a bijection from logical variables in X to algebraic variables in X and
define an operator J·K that takes a logical Σ-term and returns the corresponding
polynomial in Z[X] (distributing multiplication and combining like terms as
necessary to obtain a sum of terms, each with a unique monomial).
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5 Refutation Procedure
In this section, we describe our refutation procedure. First we describe our ap-
proach at a high level, and then we discuss its key technical ingredients.

5.1 Key Ideas

A naive approach to solving a multimodular system of constraints is to use a
standard encoding in QF_NIA, introducing an auxiliary variable for each modular
constraint. For instance, x ≡ y (mod n) would be encoded as x ≈ y+ n · k using
an auxiliary integer variable k. While sound, this naive approach scales poorly,
as we show experimentally in Section 7. Our key insight is that this limitation
can often be overcome by partitioning the original system into a set of different
subsystems, one for each specific modulus. Reasoning in each subsystem can be
done efficiently, and if any subsystem is unsatisfiable, then so is the original set
of constraints. However, since the converse is not true, our procedure seeks to
exchange as much information as possible between the different subsystems, with
the goal of improving our ability to detect unsatisfiable constraints. To enable
the exchange of information between the different subsystems, we employ the
concepts of lifting and lowering.

Definition 1 (Liftable). Let C be a set of QF_MIA literals. A literal of the form
e mod n ▷◁ 0 is liftable (in C) if C ∪ {e mod n ▷◁ 0} is equisatisfiable to C ∪ {e
mod n ▷◁ 0, e ▷◁ 0}.
In other words, a constraint is liftable if adding the constraint without the mod-
ulus n maintains equisatisfiability.

Definition 2 (Lowerable). Let C be a set of QF_MIA literals. A literal the
form e ▷◁ 0 is lowerable (in C) with respect to n if C ∪ {e ▷◁ 0} and C ∪ {e ▷◁
0, e mod n ▷◁ 0} are equisatisfiable.

In other words, a constraint is lowerable w.r.t. n if adding it with a modular
reduction maintains equisatisfiability.

Remark 1. If the literal e mod n ▷◁ 0 is implied by C, then the lifting definition
reduces to: C and C ∪ {e ▷◁ 0} must be equisatisfiable. Similarly, if the literal
e ▷◁ 0 is implied by C, it is lowerable w.r.t. n if C and C ∪ {e mod n ▷◁ 0} are
equisatisfiable. In the remainder of the paper, we rely on these simpler versions
of the definitions.

Lifting provides a way for each subsystem containing modular constraints to
share information in a common language without adding new variables. Lowering
adds constraints to individual subsystems and can often result in significant
simplifications: when we lower an equation with respect to n, all integer constants
divisible by n can be replaced by 0. For example, lowering x1 − 6x2 ≈ 0 with
respect to 6 adds a new equality x1 ≈ 0 to the subsystem with modulus 6.
We denote by simpn(e) the result of replacing every integer constant c in e by
c smod n 3 and simplifying.
3 We use smod instead of mod to reduce the magnitude of coefficients of simpn(e)

and increase the likelihood that simpn(e) is liftable according to Lemma 1.
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▷◁ ∈ {=, ̸=} (e mod n ▷◁ 0) ∈ C
ModExp

C := C \ {e mod n ▷◁ 0} R▷◁
n := R▷◁

n , simpn(e)

▷◁ ∈ {=, ̸=} (e ▷◁ 0) ∈ C
IntExp

C := C \ {e ▷◁ 0} R▷◁
∞ := R▷◁

∞, e

(x ≥ n) ∈ C
GEQ

C := C \ {x ≥ n} B(x)1 := max(B(x)1, n)

(x ≤ n) ∈ C
LEQ

C := C \ {x ≤ c} B(x)2 := min(B(x)2, n)

¬(x ≥ n) ∈ L
nGEQ

C := C \ {¬(x ≥ n)} B(x)2 := min(B(x)2, n− 1)

¬(x ≤ n) ∈ L
nLEQ

C := C \ {¬(x ≤ n) B(x)1 := max(B(x)1, n+ 1)

Fig. 3: Encoding rules for a multimodular system C, where e is an expression
and n ∈ Z+

∞.

As expected, not all constraints are liftable or lowerable. In order to facili-
tate the inference of liftable and lowerable constraints, our method splits the
constraint system into the following subsystems, for n ∈ Z+

∞:

– Modulus-n equality subsystems are sets of expressions {e1, . . . , em}. Each
ei represents the constraint ei mod n ≈ 0 when n ̸=∞ or the constraint ei ≈ 0
when n =∞. We write R≈

n to denote the set of expressions.
– Modulus-n disequality subsystems are sets of expressions {e1, . . . , em}.

Each ei represents the constraint ei mod n ̸≈ 0 when n ̸=∞ or the constraint
ei ̸≈ 0 when n =∞. We write R ̸≈

n to denote the set of expressions.
– Variable bounds: Our method also maintains a mapping B from each vari-

able in X to its lower and upper bound (with −∞/∞ denoting unbounded
variables). As we will see shortly, this bound information is crucial for identi-
fying lowerable and liftable equations.

Given a multimodular system C, we assume that it is encoded as a tuple
(B,R≈

∞, R ̸≈
∞, R≈

n1
, R ̸≈

n1
, . . . , R≈

nk
, R ̸≈

nk
), where {n1, . . . , nk} is the set of all integer

constants greater than 1 appearing anywhere in a literal in C. For example,
for a multimodular system {2x mod 3 ≈ 0, x < 5}, the resulting tuple would
be (B,R≈

∞, R ̸≈
∞, R≈

2 , R
̸≈
2 , R

≈
3 , R

̸≈
3 , R

≈
5 , R

̸≈
5 }. A set of rules for accomplishing the

encoding is included in Figure 3.
Going forward, we use C to refer both to the original set of constraints and to

the tuple encoding. We also define CalcBds(B, e) as a function that returns the
maximum and minimum possible values that expression e can take when evalu-
ated at the variable assignments permitted by the variable bounds map B, based
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on standard interval arithmetic [45]. For example, given an equality x1x2 mod 6 ≈
0 and variable bounds B = {x1 : [0, 6], x2 : [0, 6]}, CalcBds(B, x1x2) would return
the interval [0, 36]. Using this machinery, we now state the following lemmas that
help identify liftable and lowerable constraints. We include the proofs in the ex-
tended version of the paper [69]. Recall that In computes the ideal generated by
a set of polynomials.

Lemma 1. Let C be a multimodular system with bounds B and modulus-n equal-
ity subsystem R≈

n , with n ∈ Z+. Then, an equality e mod n ≈ 0 is liftable in C
if (1) JeK ∈ In(JR≈

n K) and (2) CalcBds(B, e) ⊆ [1− n, n− 1].

This lemma is useful in two ways. First, if e is in R≈
n , then certainly, JeK is in

In(JR≈
n K); thus, checking whether the constraint represented by an element of

R≈
n is liftable reduces to computing CalcBds(B, e), which can be done in linear

time. Second, this lemma gives a way to find additional liftable equalities that are
not part of the original constraint system by identifying polynomials that are in
the ideal of JR≈

∞K. While listing all the polynomials in an ideal is infeasible, later
subsections (Sections 5.4 and 5.5) explore effective methods to identify useful
polynomials that are in the ideal. The next lemma states that disequalities are
always liftable.

Lemma 2. Let C be a multimodular system with modulus-n disequality subsys-
tem R ̸≈

n , with n ∈ Z+. Then a disequality e mod n ̸≈ 0 is liftable in C w.r.t. n
if e ∈ R ̸≈

n .

This lemma states that all of the original disequalities are liftable. However,
unlike the equality case, we cannot infer additional disequalities using ideals,
as disequalities are not preserved under the operations used to construct the
elements of an ideal. The next two lemmas are dual to Lemmas 1 and 2, but are
for lowerability instead of liftability.

Lemma 3. Let C be a multimodular system with integer equalities R≈
∞. If e is

an expression and JeK ∈ I∞(JR≈
∞K), then e ≈ 0 is lowerable w.r.t. every n ∈ Z+.

Lemma 4. Let C be a multimodular system with integer disequalities R ̸≈
∞ and

bounds B. Then, if n ∈ Z+, a disequality e ̸≈ 0 is lowerable in C w.r.t. to n if
(1) e ∈ R ̸≈

∞ and (2) CalcBds(B, e) ⊆ [1− n, n− 1]

5.2 Refutation Calculus

Next, we leverage the notions of liftability and lowerability defined in the pre-
vious subsection to formulate our refutation calculus (presented in Fig. 4). The
rules in our calculus serve four main roles. First, they establish whether a spe-
cific subsystem is unsatisfiable. Second, they attempt to tighten existing bounds
and learn new equalities from these bounds. Third, they leverage Lemmas 1–4
to exchange information between different subsystems via lifting and lowering.
Finally, they simplify unliftable equalities via branching.
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1 ∈ In(JR≈
n K)

UnsatOne
unsat

e ∈ R ̸≈
n JeK ∈ In(JR≈

n K)
UnsatDiseq

unsat

B(xi)1 > B(xi)2
UnsatBds

unsat

JeK ∈ I∞(JR≈
∞K) e = axi + e′ xi /∈ e′ B(xi)1 ≤ B(xi)w

ConstrBds
B(xi) := CalcBds(B,− 1

a
(e− axi)) ∩B(xi)

B(xi)1 = B(xi)2 Jxi −B(xi)1K /∈ I∞(JR≈
∞K)

InfEq
R≈

∞ := R≈
∞, xi −B(xi)1

n ̸=∞ JeK ∈ In(JR≈
n K) CalcBds(B, e) ⊆ [1− n, n− 1] JeK /∈ I∞(JR≈

∞K)
LiftEq

R≈
∞ := R≈

∞, e

n ̸=∞ e ∈ R ̸≈
n e /∈ R ̸≈

∞LiftDiseq
R ̸≈

∞ := R ̸≈
∞, e

JeK ∈ I∞(JR≈
∞K) n ̸=∞ Jsimpn(e)K /∈ In(JR≈

n K) R≈
n ∈ C

LowerEq
R≈

n := R≈
n , simpn(e)

e ∈ R ̸≈
∞

n ̸=∞ CalcBds(B, e) ⊆ [1− n, n− 1] simpn(e) /∈ R ̸≈
n R ̸≈

n ∈ C
LowerDiseq

R ̸≈
n := R ̸≈

n , simpn(e)

JeK ∈ In(JR≈
n K) n ̸=∞

CalcBds(B, e) ̸⊆ [1− n, n− 1] CalcBds(B, e) ⊆ [1− 2n, 2n− 1]

Je− nK /∈ I∞(JR≈
∞K) JeK /∈ I∞(JR≈

∞K) Je+ nK /∈ I∞(JR≈
∞K)

RngLift
R≈

∞ := R≈
∞, e− n | | R≈

∞ := R≈
∞, e | | R≈

∞ := R≈
∞, e+ n

JeK ∈ In(JR≈
n K) JeK = s2 − s

n ̸=∞ IsPrime(n) JsK /∈ In(JR≈
n K) Js− 1K /∈ In(JR≈

n K)
ZeroOrOne

R≈
n := R≈

n , s | | R≈
n := R≈

n , s− 1

Fig. 4: Derivation rules. e, s are expressions, a ∈ Z, and n ∈ Z+
∞.

We present the calculus as rules that modify configurations, as is common
in SMT procedures [50, 74]. Here, a configuration is the representation of the
system of constraints C as the tuple (B,R≈

∞, R ̸≈
∞, R≈

n1
, R ̸≈

n1
, . . . , R≈

nk
, R ̸≈

nk
) as

described in Section 5.1. The rules are presented in guarded assignment form,
where the premises describe the conditions on the current configuration under
which the rule can be applied, and the conclusion is either unsat or indicates how
the configuration is modified. A rule may have multiple alternative conclusions
separated by | |. An application of a rule is redundant if it does not change
the configuration in any way. A configuration other than unsat is saturated if
every possible application is redundant. A derivation tree is a tree where each
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node is a configuration and its children, if any, are obtained by a non-redundant
application of a rule of the calculus. A derivation tree is closed if all of its leaves
are unsat. A derivation is a sequence of derivation trees in which each element
in the sequence (after the first) is obtained by expanding a single leaf node in
the previous tree. We explain each class of rules in the calculus in more detail
below.

Checking Unsatisfiability UnsatOne is used to conclude unsatisfiability using
algebraic techniques: As explained in Section 3, if some ideal JR≈

n K contains the
polynomial 1, this indicates that the constraints represented by R≈

n have no
common solution in the modulus-n subsystem. Hence, we can conclude that the
whole system is unsatisfiable. UnsatDiseq checks if any of the polynomials in
the ideal of JR≈

n K match an expression in R ̸≈
n . Finally, UnsatBds concludes unsat

if some variable’s lower bound exceeds its upper bound.

Tightening Bounds ConstrBds tightens bounds based on equations in R≈
∞. Sup-

pose e is an expression, with JeK ∈ I∞(JR≈
∞K), consisting of the sum of axi and

some other expression e′. ConstrBds uses e to compute new bounds for xi and
then intersects these with the current bounds for xi. InfEq uses the bounds in-
formation to infer new equalities: When a variable’s upper and lower bounds
become equal, we can obtain a new equality.

Lifting/Lowering The lifting and lowering rules are directly based on the lemmas
stated in Section 5.1. The rules LiftEq and LiftDiseq lift (dis)equalities from
R▷◁

n to R▷◁
∞, by relying on Lemmas 1 and 2. We also check entailment (polynomial

ideal containment for equalities and set containment for disequalities) to avoid
adding redundant information. Dually, the rules LowerEq and LowerDiseq lower
(dis)equalities from from R▷◁

∞ to R▷◁
n by relying on Lemmas 3 and 4.

Branching Rules When encountering equations that are almost liftable, we rely
on branching rules to either lift or simplify them. For example, if CalcBds(B, x) =
[0, 7], x mod 6 ≈ 0 is almost liftable, as its range exceeds the liftable range only
slightly. RngLift branches on possible values for e that are within |n| of the
liftable range. ZeroOrOne detects when the value of a variable can only be 0 or
1; it applies only to prime moduli because other moduli have zero divisors.

We state soundness and termination theorems for our calculus and include
the proofs in the extended version of the paper [69]. However, the calculus is not
complete—a saturated leaf in a derivation tree does not necessarily mean that
the constraints at the root of the tree are satisfiable.

Theorem 1. Soundness: If T is a closed derivation tree with root node C, then
C is unsatisfiable in TInt.

Theorem 2. Termination: Every derivation starting from a finite configuration
C where every variable is bounded is finite.

5.3 Refutation Algorithm

Our implementation of the calculus follows the following strategy. It first per-
forms lifting via the LiftEq and LiftDiseq rules to exhaustion (i.e., until these
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In: A set of constraints C
Out: unsat/unknown

1 def Refute(C):
2 (B,R≈

∞, R ̸≈
∞ . . . R≈

n , R
̸≈
n )← Split(C) // Figure 3

3 while Exchange((B,R≈
∞, R ̸≈

∞ . . . R≈
n , R

̸≈
n )) // Section 5.2-5.5

4 do
5 if CheckUnsat((B,R≈

∞, R ̸≈
∞ . . . R≈

n , R
̸≈
n )) // Section 5.2

6 then
7 return unsat

8 if S ← Branch((B,R≈
∞, R ̸≈

∞ . . . R≈
n , R

̸≈
n )) then

9 for ci ∈ S do
10 if Refute(ci) == unknown then
11 return unknown

12 return unsat

13 return unknown
Algorithm 1: Overview of the Refutation Procedure

rules no longer apply) and then attempts to refute each subsystem using the
UnsatOne and UnsatDiseq rules for each R≈

n , n ̸=∞. If this fails, it applies the
bounds-related rules (ConstrBds, InfEq, UnsatBds) and lowering rules (LowerEq
and LowerDiseq), also to exhaustion. It then once again attempts refutation, but
with n = ∞. If that also fails, it applies a branching rule, if applicable (trying
first ZeroOrOne, then RngLift), and then the entire strategy repeats.

Algorithm 1 presents an algorithmic view of the overall process. Given con-
straints C, the procedure starts by encoding C into a configuration using the
Split routine, which creates the tuple encoding described in Section 5.1 and
applies the rules from Figure 3. The main refutation procedure consists of the
while loop in lines 3–7 and works as follows. First, it exchanges expressions be-
tween the different subsystems via lifting and lowering and tightens bounds or
learns new equations from bounds (line 3). Since lifting requires finding addi-
tional polynomials that are in the ideal, the implementation of the Exchange

procedure utilizes the methods described in Sections 5.4 and 5.5 to find ad-
ditional polynomials corresponding to exchangeable expressions. The methods
can be used individually or in combination, and we defer the discussion of their
ordering to Section 7. Next, at line 5, the algorithm invokes CheckUnsat to at-
tempt to refute any of the subsystems. If CheckUnsat returns true, the algorithm
terminates with unsat. Otherwise, the algorithm attempts to apply a branching
rule (lines 8-12). If successful, it recursively calls the Refute procedure on a
new set of constraints and returns unsat if all recursive calls perform successful
refutation. Since our algorithm is intended only for refutation rather than model
construction, it returns unknown in all other cases.

5.4 Finding Liftable Equalities via Weighted Gröbner bases

Recall that several rules in our refutation calculus require finding liftable or
lowerable constraints that correspond to a polynomial in the ideal of some exist-
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ing set of polynomials. As explained earlier, finding additional liftable/lowerable
constraints is useful because they can make it easier to prove unsatisfiability.
However, since ideals are infinite, we need some algorithm for selecting which
polynomials to target. In this section, we present a method for computing “use-
ful” polynomials—those that are likely to correspond to liftable constraints. We
focus on the liftability of equalities only, because all equalities are already low-
erable, and disequalities do not form an ideal and thus are easy to enumerate.

Based on Lemma 1, a polynomial’s bound endpoints are the most important
indicators of liftability. As a result, we target polynomials that we call near-zero
polynomials, or polynomials with a bound whose endpoints have small absolute
value. Based on this definition, a polynomial with a bound [−5, 5] is closer to
zero than a polynomial with a bound of [−50, 50] or [49, 50].

Since we cannot enumerate the ideal, one possibility is to construct a basis
for the ideal that contains polynomials that are more likely to refer to liftable
constraints. As discussed in Section 3, one possible basis is a Gröbner basis,
which uses a monomial order. A Gröbner basis is computed via an algorithm
that often eliminates larger monomials with respect to the order. Our idea is
to compute a Gröbner basis using a carefully chosen monomial order in which
monomials that are closer to zero are smaller than those farther from zero. The
insight is that polynomials with near-zero monomials are generally (though not
always) more likely to be liftable. To achieve this, our monomial order must
encode information about bounds on the monomials. To this end, we first take
the maximum of the absolute values of the lower and upper bounds on each
variable. Additionally, since weighted monomial orders are determined by the
dot product of variable exponents and assigned weights, we apply logarithmic
scaling to ensure that the influence of a bound is appropriately adjusted by each
variable’s degree. Based on this intuition, we use a weighted reverse lexicographic
monomial order (Sec. 3), with weights:

weights←
[
log

(
max (|B(xi)1|, |B(xi)2|) + ϵ4

)
| xi ∈ X

]
(2)

When applying the LiftEq rule in the refutation calculus our algorithm com-
putes a Gröbner basis according to the order defined by (2) and only checks the
liftability of the polynomials in this Gröbner basis.

Ideally, when we apply the LiftEq rule, we want to find a complete set of
liftable equations—that is, any other liftable constraint should be implied by the
ones inferred by our technique. Our weighted Gröbner basis method does not
have this completeness guarantee in general, but the following theorem states a
weaker completeness guarantee that it does provide:

Theorem 3. Let C be a constraint system containing a modulus-n equality sub-
system R≈

n and variable bounds B s.t. for all xi ∈ X , 0 ∈ B(xi). Let G =
GBn,≤(JR≈

n K) be a Gröbner basis computed with a weighted reverse lexicograph-
ical order with weights from Equation 2. Finding liftable equalities derived from

3 The ϵ serves to avoid log(0) which is undefined.
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I(R≈
n ) by computing G is complete if every generator JeK ∈ G that has a lead-

ing monomial JmK s.t. CalcBds(B,m) ⊆ [1 − n, n − 1] corresponds to a liftable
expression e mod n in C.

Completeness implies that the ideal generated by the generators of G, which cor-
respond to liftable expressions, contains all polynomials corresponding to liftable
expressions from In(JR≈

n K).
Intuitively, completeness means {JpK : CalcBds(B, p) ⊆ [1 − n, n − 1] ∧ JpK ∈

In(JR≈
n K)} ⊆ In({JgK : CalcBds(B, g) ⊆ [1−n, n−1]∧JgK ∈ G}). A detailed proof

can be found in the extended version of the paper [69]. This theorem is useful
because it allows us to identify cases when additional heuristics for identifying
liftable polynomials might be useful.

5.5 Finding Liftable Equalities via Integer Linear Constraints

Now we present another method, complementary to the one in Section 5.4, for
finding liftable constraints. This new method is motivated by the following ob-
servation: In many cases, liftable equalities can be obtained from linear com-
binations of existing expressions—i.e., they are of the form e′ =

∑l
i=1 aiei for

existing expressions ei and constant coefficients ai. The method proposed here
aims to find these unknown coefficients a1, . . . , an by setting up an auxiliary
integer linear constraint. If this linear constraint is feasible, then the inferred
equality is guaranteed to satisfy the conditions from Lemma 1.

To emphasize that the coefficients ai are the unknowns being solved for,
we depict them using a bold font below. Our goal is to encode the condition
CalcBds(B, e′) ⊂ [1 − n, n − 1] in the generated constraint. Since CalcBds

depends on e′’s coefficients, we express those coefficients in terms of the ai.
Let Jm1K, . . . , JmtK be all the monomials present in JR≈

n K, including the con-
stant monomial 1 ∈ Z[X]. Moreover, let JeiK have coefficients ci,j , such that
JeiK =

∑t
j=1 ci,jJmjK. Then, the coefficient of JmjK in Je′K, denoted coefj , is the

linear polynomial, coefj ≜
∑t

i=1 aici,j .
We can now express the relevant bounds. The lower and upper bounds on each

monomial mj can be concretely computed as uj ≜ CalcBds(B,mj)1 and lj ≜
CalcBds(B,mj)0. Then, the lower and upper bounds on e′ itself are respectively:

lb ≜
∑t

j=1(lj · ReLU(coefj)− uj · ReLU(−coefj))

ub ≜
∑t

j=1(uj · ReLU(coefj)− lj · ReLU(−coefj)),

where ReLU(a) is max(a, 0). ReLU constraints capture how negating a monomial
affects its upper and lower bounds: if coefj > 0, uj contributes to the upper
bound of e′; otherwise, it contributes to the lower bound. These constraints can
be encoded using binary variables when the upper and lower bounds are known
[76]. Since the operations are performed modulo n, all coefficients must lie within
the interval [1− n, n− 1]. Our encoding Φ is then:

Φ ≜ lb > −n ∧ ub < n ∧
∑k

i=1 (ReLU(coefj) + ReLU(−coefj)) > 0

The first two conditions ensure e′ is liftable, and the last ensures that e′ ̸= 0.
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Theorem 4. Let C be a constraint system containing modulus-n equality sub-
system R≈

n and variable bounds B. Φ is satisfiable iff there exists a linear com-
bination of the form e′ =

∑l
i=1 aiei, ai ∈ Z and ei ∈ R≈

n , s.t. e′ is liftable in C
and e′ ̸= 0.

In the case that Φ is satisfiable, we seek to find all linearly independent solu-
tions, as different solutions correspond to different liftable equations, all of which
may be useful for proving unsatisfiability. Thus, we add constraints ruling out
linear combinations of solutions found so far and iterate until ϕ is unsatisfiable.

6 Implementation
We implemented our refutation procedure in the cvc5 SMT solver [3] as an
alternative to the existing nonlinear integer solver. We use Singular v4.4.0 [23]
for the algebraic components of our procedure and glpk [52] v4.6.0 for solving
the integer linear constraints problems from Section 5.5. Below we describe the
key details in our implementation.

Rewrites Our implementation disables all rewrites for the mod operator but
retains the remaining cvc5 rewrites and pre-processing passes.

Ideal Membership Check To check if a polynomial version of an expression is
in In(JR≈

n K) we compute a Gröbner basis (GB) of JR≈
n K using graded reverse

lexicographic order unless JR≈
n K is already a GB. (Recall that reduction by a

GB is a complete ideal membership test.) To prevent GB computation from
becoming a bottleneck, we impose a 30-second timeout. If a timeout occurs, we
only check inclusion in the set instead of the ideal.

Liftable Equalities via Integer Linear Constraints Experimental results showed
that integer linear constraint solvers perform poorly on problems with large
integer constants. To address this issue, our implementation uses an approximate
version where we scale constants using signed log defined as slog2(a) =

|a|
a log2(a)

and use a 30-second timeout. Details of our approximation, including empirical
results that motivate this approximation can be found in the extended version of
the paper [69]. All experimental results reported in the paper use this relaxation
of the encoding.

7 Experiments
Our experiments are designed to answer two key empirical questions 1. How
does our refutation procedure compare to the state of the art? 2. Do our lifting
algorithms (Sec. 5.4 and 5.5) improve performance? All of our expriments are
run on a cluster with Intel Xeon E5-2637 v4 CPUs. Each run is limited to one
physical core, 8GB memory, and 20 minutes.

7.1 Benchmarks

The benchmarks used in our experimental evaluation consist of logical formulas
encoding the correctness of simulating arithmetic operations in a given specifi-
cation domain using arithmetic in a corresponding base domain. Each domain
is either a finite field (Fp or Fq) or a bit-vector domain (Z2b). Implementations
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Family Spec. Base Reference

f/b(s) Fp Z2b Montgomery arithmetic [56]
f/b(m) Fp Z2b Montgomery arithmetic [56]
f/f(s) Fp Fq Succinct labs [43, 75]
f/f(m) Fp Fq o1-labs [64]
b/f(m) Z2b Fp xjSnark [49]

Table 1: Our benchmarks, which verify arithmetic implementations with various
specification domains, base domains and numeric precisions.

that represent values in the specification domain as multiple limbs in the base
domain are referred to as multiprecision (m), while those using a single repre-
sentation are classified as single precision (s). As summarized in Table 1, our
benchmarks fall under the following categories:

– f/b(s) encode the correctness of single-precision Montgomery arithmetic [56],
which implements arithmetic modulo p using bit-vector operations, without
mod-p reductions, and is common in prime field CPU implementations. The
benchmarks verify the correctness of the REDC subroutine and the end-to-end
correctness of Montgomery’s approach for evaluating expressions mod p.

– f/b(m) encode correctness of multi-precision Montgomery arithmetic.
– f/f(s) encode implementations of arithmetic modulo the 31-bit Goldilocks

prime [43] modulo a 255-bit prime (the order of the BLS 12-381 elliptic
curve [4, 10]). The benchmarks model a Succinct labs implementation [75]
that is used for recursive zero-knowledge proofs (ZKPs).

– f/f(m) encode the correctness of implementations of arithmetic modulo one
255-bit prime using arithmetic modulo another 255-bit prime. Multiple limbs
are used to avoid unintended overflow in the base domain. The benchmarks
model an o1-labs implementation [64] used for recursive ZKPs.

– b/f(m) encode correctness of multi-precision implementations of bit-vector
arithmetic modulo a 255-bit prime. The benchmarks model techniques from
the xjSnark ZKP compiler [49] that are used to check RSA signatures.

Determinism We include determinism [66] benchmarks in addition to correct-
ness for families with a finite field base domain. Determinism is a weaker property
than correctness but rules out most bugs in practice [15]. We do not include de-
terminism f/f(m) benchmarks because they are correct but nondeterministic.
Additional benchmark statistics are included in the extended version of the pa-
per [69].

7.2 State of the Art Comparison

Baselines Our benchmarks are SMT problems in QF_MIA (Sec. 4). Since all
variables have finite bounds, our benchmarks can also be encoded in QF_BV. Our
determinism benchmarks contain only variable bounds and equations modulo
one prime and can thus be encoded in QF_FF using standard F encodings of
range constraints [49]. As a result, the baselines for our work are existing solvers
for QF_NIA, QF_BV, and QF_FF. We compare against Yices v2.6.5 [26], cvc5
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Family

f/b(s) f/b(m) f/f(s) f/f(m) b/f(m)

Solver/Logic cor cor cor det cor cor det Total

ours QF_MIA 53 14 10 84 50 24 20 255
z3 QF_NIA 49 21 3 34 40 22 21 190
cvc5 QF_NIA 40 35 0 19 50 14 8 166
yices QF_NIA 32 24 0 2 10 13 8 89
bitwuzla(abst.) QF_BV 49 49 0 2 25 9 8 142
bitwuzla QF_BV 49 49 0 0 0 9 8 115
cvc5 QF_BV 43 48 0 0 0 9 7 107
z3 QF_BV 48 37 0 0 0 9 8 102
cvc5 QF_FF – – – 1 – – 23 24
yices QF_FF – – – 0 – – 20 20
cvc5 (split GB) QF_FF – – – 2 – – 9 11

# Benchmarks 72 58 10 98 50 24 24 336

Table 2: Solved benchmarks. Here, cor stands for correctness and det for deter-
minism. – indicates the benchmark family cannot be encoded into the logic.

Family

f/b(s) f/b(m) f/f(s) f/f(m) b/f(m)

Ablation cor cor cor det cor cor det Total Uniq.

Weighted GB 53 14 10 84 50 24 20 255 11
Unweighted GB 41 25 10 61 50 17 20 223 1
Lin. Constraints 37 18 0 7 0 7 3 72 3
Weighted GB & Lin. 54 23 10 73 50 24 20 254 12

# Benchmarks 72 58 10 98 50 24 24 336

Table 3: Results with different lifting algorithms

v1.2.2 [3], bitwuzla v0.5.0 [60], and z3 v4.13.1 [57], which are state of the art for
these logics. We evaluate bitwuzla with and without abstraction [62] and cvc5’s
QF_FF solver with and without split Gröbner bases [66].

Comparison Table 2 shows the number of unsat benchmarks solved by family,
type, logic, and tool, and Figure 5 shows the performance for the top 5 solvers.
Here, ‘ours’ stands for the best version of our solver: one with a lifting algorithm
based on a weighted Gröbner basis (Section 5.4). This configuration outperforms
existing tools on 5 out of the 7 categories, as well as in total benchmarks solved.
It is also the most efficient and has the most unique solves, with 76 benchmarks
not solved by any other solver. Of the 81 benchmarks our tool fails to solve, 27
remain unsolved by any solver. For these 81 benchmarks, 10 run out of memory,
29 time out, and 42 return unknown. Our solver performs the worst on the
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Fig. 5: Benchmarks solved over time for top 5 solvers: ours (QF_MIA), z3
(QF_NIA), cvc5 (QF_NIA), yices (QF_NIA), and bitwuzla w/ abstractions (QF_BV)

f/b(m) family; it accounts for 34 of the unknown benchmarks. We believe the
poor performance in this domain is due to our algorithm’s inability to find liftable
equalities necessary to detect unsatisfiability, even though such equalities exist
in the ideal.

7.3 Evaluation of Lifting Methods

Recall that our method relies on identifying liftable equations, with Sections 5.4
and 5.5 introducing two potentially complementary approaches for this purpose.
We now present the results of an evaluation comparing these lifting methods. As
summarized in Table 3, the weighted Gröbner basis method achieves the best
overall performance. However, on the f/b(m) benchmark family, the unweighted
Gröbner basis method outperforms the weighted variant, supporting our hypoth-
esis that the weighted Gröbner basis’s inability to find certain liftable equalities
contributes to its weaker performance in this category. Lifting based on integer
linear constraints performs the poorest, identifying almost no liftable equalities
required for refutation. Nevertheless, when combined with the weighted Gröbner
basis method (in cases where the Gröbner basis method is not guaranteed to be
complete per Theorem 3), this hybrid approach has the most unique solves (12).

8 Related work
There are many SMT theory solvers for different kinds of modular integer arith-
metic. Some solvers target theories of non-linear integer arithmetic with an ex-
plicit modulus operator, such as the theory of integers [2, 8, 14, 17, 19, 35, 46–
48, 53, 58, 77, 80], and the theory of bit-vectors [11, 39, 59, 61, 62]. These solvers
can be used to solve multimodular systems, but generally perform poorly because
they are designed to support general modular reduction (i.e., reduction modulo
a variable) rather than reduction by constants. There are solvers that efficiently
support reduction by a single constant or class of constants. For example, finite
field solvers [40–42, 65, 66] support reduction modulo primes, while bit-vector
solvers support reduction modulo powers of two. But, none of these can reason
simultaneously about equations modulo a large prime and powers of two. The
Omega test reasons about equations modulo arbitrary constants—but the equa-
tions must be linear [71]. Our procedure supports non-linear equations modulo
arbitrary constants.

Some of the above solvers use Gröbner bases: an algebraic tool for under-
standing polynomial systems [12]. For example, most similar to our refutation
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procedure, cvc5’s finite field solver [65, 66] also relies on a Gröbner basis to detect
unsatisfiability of constraint subsystems. However, unlike our approach, it does
not separate bounds or apply lifting, lowering, or weighted ordering techniques
to share expressions across subsystems.

Many computer algebra systems (CASs) implement algorithms for comput-
ing different kinds of Gröbner bases [1, 9, 21, 23, 27, 28, 36, 44, 55, 82, 84].
Following in this vein, our procedure uses strong Gröbner bases [63], and our
implementation uses the Singular CAS [23].

Formal methods for modular arithmetic have a long history of applications
to cryptography. Interactive theorem provers (ITPs) have been used to verify
many cryptographic implementations [31, 70, 73], including the Fiat cryptogra-
phy library, which is used in all major web-browsers [30]. ITPs have also been
used to verify zero-knowledge proofs (ZKPs) [16, 18, 34, 51]. But ITP-based ver-
ification requires significant manual effort and expertise. SMT solvers for finite
fields [67, 68] and static analyses [20, 79, 81] have been used to verify ZKPs auto-
matically, but these tools are limited by challenging tradeoffs between scalability
and generality.

9 Conclusion and Future Work
In this paper we presented a novel refutation procedure for multimodular con-
straints and two algorithms for sharing lemmas: one based on a weighted Gröbner
basis and another utilizing integer linear constraints. Our experiments demon-
strate improvement over state-of-the-art solvers on benchmarks that arise from
verifying cryptographic implementations. They also show the promise of lift-
ing algorithms, both individually and in combination. Nevertheless, substantial
future work remains.

First, as discussed in Sections 5.4 and 5.5, none of our lifting algorithms are
complete. Exploring solutions with more completeness guarantees could boost
the performance of our method. Second, as shown in the extended version of the
paper [69], lifting using linear integer constraints shows poor performance due to
the limitations of existing solvers. A custom solver tailored to our encoding could
lead to better results. Third, our method focuses on unsatisfiable benchmarks
and does not address model construction for satisfiable instances. However, we
believe that leveraging the subsystem structure could also be beneficial for re-
stricting the search space of possible assignments for satisfiable multimodular
problems. Finally, our method treats Gröbner basis computation as a black box.
Exploring more iterative methods based on s-polynomials could also boost per-
formance.
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