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Abstract: As multi-robot applications become more prevalent, it becomes nec-
essary to develop navigation systems which allow autonomous mobile robots to
efficiently and safely pass each other in confined spaces. Existing navigation sys-
tems, such as the widely used ROS Navigation Stack, usually produce safe, colli-
sion free paths in static environments. However, these systems are not perfect, and
when multiple mobile robots simultaneously navigate in narrow spaces, collisions
and turnarounds are not uncommon. Fine-tuning and enhancing such navigation
stacks is not as simple as it looks since they are made up of multiple layers of code,
and there exists a tradeoff between optimizing for efficiency, i.e. minimizing time
to destination (TTD) vs. optimizing for safety, i.e. minimizing collisions, with
each objective leading to a different combination of parameter values. In this pa-
per we develop a methodology to improve existing navigation stacks with regards
to both objectives, without tuning their parameters, while preserving their inherent
safety control properties. Our proposed approach is a decentralized learning-based
approach that is geared toward real world robotic deployment, by requiring little
computing resources. It is agnostic of the underlying navigation stack and can
adapt to different types of environmental layouts (i.e., hallway structures).!

Keywords: Multi-Robot Collision Avoidance, Blackbox Navigation System,
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1 INTRODUCTION

Coordinating the motion plans of multiple robots is an important and challenging problem. Service
robots in office buildings, hotels, hospitals and fulfillment centers share a confined physical space
and must navigate past each other safely and efficiently to reach their individual goal destinations.
In narrow spaces such as hallways, standard navigation stacks plan a path that avoids obstacles on
both sides and otherwise position the robot in the center of the hallway.

When two uncoordinated robots approach each other from opposite sides, they perceive each other
as obstacles and either turn around or try to maneuver in the small gap between the other robot and
the wall. This behavior is inefficient and even risky as it may cause collisions with either the wall or
the other robot.

Tuning the internal parameters of the navigation stack, such as the costs of obstacles or the inflation
of the base footprint, can change the stack’s behavior to optimize for different objectives. How-
ever, it is not clear what the perfect balance between safety and efficiency is. When optimizing for
safety, inflating these parameters results in 100% turnarounds and no collisions, but the paths the
robots take become highly inefficient. When optimizing for efficiency, these parameter values are
decreased, which allows the robots to attempt passing each other, but this results in some collisions.
The inability of the navigation stack to effectively deal with dynamic obstacles, regardless of their
internal parameter configuration, encourages developing coordination mechanisms for multi-robot
navigation, ideally ones that do not require fine-tuning internal parameters and can generalize to
different environments.
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A straightforward coordination solution would be to always keep to one side; this solution might
work for a straight hallway with no obstacles, but it will fail in less structured environments where
benches, trash cans, and other objects contains the locations where passing is.

Our approach modifies the local motion plan of one robot when detecting an interaction; the ap-
proach chooses a waypoint for the robot to move to and wait at while the other robot passes. The
challenge is to decide which waypoint will produce the best results in given hallway based on the
robot positions. To better estimate the usefulness of potential waypoints, we frame the problem as a
Contextual Bandit learning problem [1], a variation of the general reinforcement learning problem
that involves learning a policy but where each action affects only the immediate reward.

The contributions and benefits of our approach include:

e It is designed to be a lightweight, decentralized multi-robot coordination method that relies on
a low-dimensional state representation, which enables both fast learning with a small number
of examples and fast computation and decision making in real world deployment.

e [t can be used to enhance any navigation stack with better maneuverability in narrow hallways,
without tuning its internal parameters, or losing any of its inherent safety features.

e It is designed to adapt to any environment without having to manually engineer a solution for
every hallway structure.

e The empirical results indicate that the learned method leads to more successful and efficient in-
teractions, shorter times to destination, fewer collisions, and fewer planning failures compared
to three other navigation control methods.

2 Related Work

Coordinating the motion plans of multiple robots to avoid collisions is addressed by different Al
approaches. Deliberative approaches try to avoid conflicts by coordinating global plans [2, 3].

Reactive approaches on the other hand resolve conflicts as needed when local plans conflict at run-
time. The most popular reactive solution for multi-robot collision avoidance is a family of velocity
obstacle algorithms. Fiorini et al. [4] show that by choosing a reactive velocity outside of the
velocity obstacle of other robots within a small time frame, the robot can avoid collisions. Van den
Berg et al. [5] propose a reciprocal behavior to solve the oscillating motion problem of the velocity
obstacle algorithm. Van den Berg, [6] presents the optimal reciprocal collision avoidance (ORCA)
method which was shown to be successful for navigating in a crowded environment. However, all of
these methods assume a holonomic robot with perfect sensing. Some research papers try to relax the
constraint of velocity obstacle methods. Alonso-Mora et al. [7] tries to relax the holonomic robot
constraint by limiting the velocity space, and Hennes et al. [8] relax the perfect sensing constraint
of ORCA by inflating the radius of the robot with a bounded localization error. In general, ORCA-
based approaches require hyper-parameter tuning and direct control of the velocity of the robot. This
method is not applicable when the navigation system of the robot cannot be directly controlled by
giving velocity commands to the robot.

Recent papers propose the use of machine learning to learn a collision avoidance policy. Long et
al. [9] uses supervised learning to learn the mapping from lidar readings and preferred velocity
to the probability distribution of safe velocity commands, aiming to mimic ORCA without hyper-
parameter tuning. Chen et al. [10] use reinforcement learning to further improve the network that
learns the trajectory of ORCA. Long et al. [11] directly learn velocity commands from the raw lidar
information with a two stage reinforcement learning scheme. Tan et al. [12] further improves the
work by Long et al. [11] by incorporating global information into the network. Lin et al. [13]
improve the performance of a reinforcement learning policy by introducing a centralized learning
and decentralized executing framework.

One common feature of these approaches is that they try to build the entire local navigation system
from scratch. In addition, they rely on a high-dimensional state space, which requires a large number
of training examples, and significant computational resources when deployed.

Recently, efforts have been made to combine the advantages of existing rule-based systems with
reinforcement learning policies. Ding et al.[14] combine differential rule-based outputs with a rein-
forcement learning policy, but still require access to low-level velocity commands. Fan etal. [15, 16]
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Figure 1: (a) The robots move toward each other in a simulated hallway. For safe passage, the
“polite” robot waits in a safe position until the other robot has completely passed, as the width of the
corridor is barely enough for the two robots to pass through. (b) Picture of the real robot deployment.

use heuristics to determine when to completely switch control between a rule-based system and a
learned policy that directly controls velocity commands.

Despite the great success of reinforcement-learning-based collision-avoidance policy, they mostly
aim to map a state to a steering command, thus removing the advantage of safety guarantees that
classical rule-based controllers provide. In this paper, we focus on developing a computationally
light collision-avoidance policy on top of any black-box navigation system which provides high-
level actions (such as “move to location”) but not direct velocity commands.

3 Methodology

In this section we formulate the hallway passing problem, provide details of our solution method -
the adaptive policy, and briefly describe the alternative methods we compared against. The alterna-
tive methods consist of the vanilla ROS navigation stack, the ROS Social Navigation stack [17], and
a hand-coded solution we call the fixed strategy.

3.1 Problem Definition

We formulate the hallway passing problem as an interaction between two robots moving in oppo-
site directions in a narrow space, each moving toward a destination that is on the opposite side of
the other robot. The goal is to minimize the time to destination (TTD) of both robots while also
minimizing the collision and turnaround rate.

man[Z(w] : TTDJ) + ¢1 - Leottision + C2 1turnaround] 1)

where w; denotes the priority of robot j, T7'D; denotes the TTD of robot j, c¢; denotes the penalty
for collision and ¢ denotes the penalty for turnaround. 1., is an indicator function which outputs
a value of 1 if there was an event and 0 otherwise.

We describe the approach for two robots, but this can be extended to multiple-robot scenarios by
grouping the agents with similar direction and poses and having the members of the group follow
the behavior of their leader similar to the study done by He et al.[18].

3.2 Adaptive Policy

In this section, we describe our solution to the hallway passing problem, ’the adaptive policy”.

We train the navigation control policy in Gazebo [19] simulations where virtual robots pass each
other in different hallway structures. In each training episode, the learning robot chooses a waypoint
to move to, receives a numerical reward according to the outcome of that choice, and updates its
policy based on that reward for future interactions. We model the policy using Gaussian Process
Regression (GPR) [20]. Once the policy is learned and tested in simulation, it is transferred to the
real robots and tested in real-world passing scenarios.



In the scenario where two robots need to pass each other in a narrow hallway, we hypothesize
and design our solution method according to the notion that having one robot wait in a safe place
until the other robot has completely passed it provides the best tradeoff between efficiency and
safety. Therefore, the adaptive policy, when faced with the hallway passing scenario, modifies the
navigation control of one robot to move it to a waypoint until the other robot passes by. We call the
robot that modifies its plan the “polite robot”, and the other robot that uses the regular navigation
stack the “regular robot”.

To enable the estimation of multiple waypoints very quickly while maintaining the ability to gener-
alize, we chose a minimal state representation of four measurements to evaluate the usefulness of a
waypoint. The features that define the context of a waypoint consist of these four measurements:

1. dy -The distance between the waypoint and polite robot (Robot; in Figure 2).

2. dy -The distance between the waypoint and regular robot (Robots in Figure 2).

3. ds -The distance between the waypoint and right wall relative to Polite robot’s motion.
4. dy -The distance between the waypoint and left wall relative to Polite robot’s motion.

Intuitively, dy and dy provide information about efficiency and the usefulness of the waypoint in
minimizing the TTD, while d3 and d4 indicate how safe the point is in terms of allowing the other
robot to pass.
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Figure 2: The four features that represent the waypoint. d;, do represent the distance from the
waypoint to each robot. d3, d4 represent the distance between the waypoint and the closest obstacle
on each side perpendicular to the line connecting the two robots.

Finding the best waypoint to move to is hard since we are assuming that the navigation system of
the robot is unknown. We solve this problem by using a GPR model [21] to model the reward from
the characteristics of the waypoint and pick the best we have.

The GPR model is a kernel-based Bayesian method that defines the posterior distribution of a func-
tion from a given set of data, X.

Let r;(t) be a reward of waypoint j at episode ¢ and x; be a feature vector representing the waypoint,
j. Then, we can define the posterior distributions , f(x;), at waypoint j with a GPR model.

A GPR model is defined as follows [22]:

(@) ~ GP(u(x), k("))
where p(x) denote the mean function and k(z, x’) denotes the kernel function.
For our model, we chose the popular radial basis function (RBF) kernel.
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3.2.1 The training Process

Our training data for the GPR model was collected by repeatedly running scenarios of two robots
attempting to pass each other in a hallway. The two robots start at different locations 10m apart,
which is slightly more than the robot detection range of approximately 8m.

The robots face each other in the hallway and are given goal points 16m ahead of their starting
locations. One of the robots, the regular robot, uses the basic ROS navigation stack throughout all of



the training episodes. The other, polite robot, starts with the basic ROS navigation policy and uses
online learning to train the GPR model; at each episode, it picks a waypoint according to the model
it has learned up to that point, and it uses the reward from each episode to update its policy.

The polite robot samples waypoints uniformly at random from the free space around it and selects
the best ranked waypoint according to the GPR model. The polite robot moves to that point and
waits as the regular robot continues to navigate to its goal point. If the regular robot successfully
passes the polite robot (i.e., without collisions or turnarounds), the polite robot resumes navigation
towards its original goal.

The features of our training data contain the four measurements of the waypoint picked by the polite
robot. The labels of our training data are calculated using a reward function that quantifies the
success of that waypoint.

reward = *TTDpolite - TTDregular — 1000 - ]-collision — 100 - lturnaround

TTDporite and TT Dy gy1qr denotes the time for robot,, to reach its destination, in seconds. We set
w;=1 for both robots to indicate that they have equal priority. This reward function heavily penalizes
collisions and mildly penalizes navigation failures (i.e. turnarounds). The GPR model is trained to
predict this reward using the four measurements.

Under our modified navigation controls, the robot uniformly samples 200 waypoints from a 4m
square box region centered around the polite robot. The set of waypoints are evaluated by the
trained GPR model, and the robot selects the one which maximizes the expected posterior reward.

We used a multi-robot Gazebo simulation to train the GPR model. The GPR model was trained on
1000 episodes in the straight hallway, scenario 1, using an e-greedy algorithm with ¢ = 0.05. A
graphical representation of each scenario is shown in Figure 3.

3.3 Baseline and Alternative Methods

The proposed adaptive policy is compared against three other navigation control methods:

e The Vanilla ROS navigation stack, or simply Vanilla navigation, is a policy in which both
robots only utilize the basic ROS navigation stack, arguably one of the most commonly used
robot navigation control systems. The navigation stack uses hyper-parameter values which are
tuned to enable a single robot to reliably navigate in a building environment and avoid static
obstacles. Since this method is just the basic ROS navigation stack, it serves as our baseline.

e The social navigation stack augments the vanilla ROS navigation stack with a repulsive po-
tential field to avoid collisions. The social navigation stack adds extra costs to the local cost
map along the estimated trajectory of detected moving objects. We supply the ROS social nav-
igation stack [23] with additional communication between agents to accurately indicate their
relative locations.

o The fixed strategy is a hand-crafted policy that focuses on safety over TTD. This navigation
method works similarly to the adaptive method, but instead of having a trained policy pick the
polite robot’s parking spot, the polite robot always picks the closest waypoint out of a set of
waypoints predefined by the user. Since the same set of waypoints is used for any situation,
we only chose parking spots outside of the narrow hallways as they are safe for almost any
scenario. This strategy prevents collisions at the expense of longer TTD since the polite robot
has a very limited number of waypoints to choose from. Additionally, the fact that this method
requires a user-made list of safe waypoints means that constant human assistance is required
if robots are in a new environment or if the environment is dynamic.

Additionally, the following extension of the adaptive policy is also tested:

e The Adaptive policy with negotiation is a policy in which both robots evaluate waypoints in
their vicinity using the adaptive policy. The robot closer to the waypoint with the highest
expected reward becomes the polite robot, and the other robot takes the role of the regular
robot. Determining the waypoint with the highest expected reward is done by communicating
each robot’s best expected reward to each other.



Table 1: Overall statistics of each navigation method in simulation.

Vanilla Social Fixed | Adaptive | Adaptive with
Navigation | Navigation | Strategy | Policy Negotiation
Efficiency 0.270 0.293 0.624 0.776 0.803
% collisions 7.5% 41.5% 0% 3% 0%
% turnarounds 92.0% 35.75% 0% 0% 0%

4 Empirical Evaluation

First, we carefully designed four different scenarios with unique properties. In scenario 1, the hall-
way near the polite robot is straight without any free spaces to park at or obstacles. Scenario 2 has
an alcove and a small obstacle near the polite robot. Scenario 3 has an obstruction near the expected
interaction point. Finally, scenario 4 has both an obstruction and an open space near the expected
interaction point. Figure 3 illustrates these four scenarios.

To show that the adaptive policy can be generalized to other indoor environments, our results sec-
tions will display results from an adaptive policy trained on scenario 1 and tested on the rest of the
scenarios. See Appendix A for experimental results of models trained on the other scenarios.
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Figure 3: Graphical representation of each scenario. The yellow represents the polite robot, and the
blue represents the regular robot. The red cross shows the predefined waypoints of the fixed strategy.

The adaptive policy is compared to the baseline, the vanilla navigation, and three other alterna-
tive approaches: fixed strategy, social navigation stack, and adaptive policy with negotiation. We
compared the performance of each policy based on three objectives:

1. Efficiency: The ratio of (a bound on) the best possible reward to the average reward of the two
robots with policy, p. As a best-case bound for this purpose, we use the average TTD when
a single robot traverses the hallway without any other robot present, using the vanilla naviga-
tion, which we denote as ¢;,. Thus, the reported efficiency is t;,/reward,. The (generally
unachievable) upper bound on efficiency is 1.

2. Safety: (1 - Rate of collisions).

3. Planning failure: Rate of turnarounds. Robots turn around when they can not find a feasible
path to pass the other robot. Thus, the turnaround rate represents the ratio of planning failure
of each policy.

4.1 Simulation Results

The adaptive policy was tested for 100 episodes in each scenario. The relative position of each robot
between the walls and initial orientations were sampled from [-0.3, 0.3]m, [-15, 15]° respectively.

The performance of the adaptive policy, baseline, and alternative approaches is shown in Table 1
and Figure 4. The “training scenario” represents the result of scenario 1, and the “test scenario”
represents the aggregated results of the other three scenarios. Table 1 shows the percentage of each
possible outcome that was observed over 400 simulation episodes. The box and whisker plots in
Figure 4 show the efficiency of each policy, ignoring trials with collisions. We used Student’s T-test
to test for statistical significance between the different methods in terms of efficiency.
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Figure 4: Box and whisker plot showing the efficiency of each policy across the trials without
collision. The numbers represent the average efficiency of each policy.

The simulation results indicate that the social navigation stack exhibits better efficiency than the
vanilla navigation with a trade-off of safety. The average efficiency on the training scenario is 0.751,
meaning that the robots, on average, move at a speed that is 75.1% the speed they would travel if the
other robot weren’t present. However, the average efficiency on the test scenarios is 0.272, which
is not significantly different from the vanilla navigation (p-value: 0.172). Due to its inability to
generalize well, it is not an effective method for multi-robot navigation in a very narrow hallway.

The average efficiency of the fixed strategy is 0.516 in the training scenario and 0.660 in the test
scenarios. The wide inter-quartile range of fixed strategy indicates that its efficiency is heavily
dependant on the quality of the predefined waypoints and the location of free spaces in the building.

The adaptive policy provides a good balance between efficiency and safety. The efficiency of the
adaptive policy is 0.763 in the training scenario and 0.774 in test scenarios while maintaining a rela-
tively low collision rate of 3%. It outperforms the other alternative policies except for its extension,
the adaptive policy with negotiation, with statistical significance (p-value less than 0.001).

The adaptive policy with negotiation achieves the best results in terms of both efficiency and safety.
It achieves the best efficiency (0.775 / 0.803) while maintaining collision and turnaround rates at 0%.
Since this policy considers waypoints from both robots’ vicinities, the policy’s overall performance
is strictly better than the adaptive policy; the simulation results reflect this.

4.2 Robot Experiments

The physical robots used for deployment have a Segway base and a 2D Hokuyo Lidar, used for
localization. The software architecture used is built on top of the Robot Operating System (ROS)
[24]. The system provides an ability to autonomously navigate to a certain Cartesian coordinate
given a current position and a 2D grid map.

We directly transfer the adaptive policy from simulation to real robots without any modification.
The policies were tested over 40 real episodes, 10 from each scenarios. The results show that
our method does not suffer from the sim-to-real problem presumably because the features used to
represent waypoints in simulation are an accurate reflection of reality, the robot motion simulation is
sufficiently representative to model the collisions. And the separation between high-level planning
and low-level control helps our models to overcome the sim-to-real problem. [25] The results of
testing the four navigation methods on the robots are displayed in Figure 5, and in Table 2.

Table 2: Overall statistics of each navigation method in real-robot deployment.

Vanilla Social Fixed | Adaptive
Navigation | Navigation | Strategy Policy
Efficiency 0.329 0.587 0.673 0.765
% collisions 37.5% 55.0% 0% 3%
% turnarounds 62.5% 25.0% 0% 0%

Social navigation on the real robots achieved the best average efficiency, 0.867, in the training sce-
nario but also the highest overall collision rate, 55%, making it still unsuitable for solving the hall-
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Figure 5: Box and whisker plot showing the efficiency of each policy without collision episodes in
robot deployment. The numbers represent the average efficiency of each policy.

way passing problem. We have extensively tuned the hyper-parameters of the Social Navigation
Stack such as radius of robot, footprint padding of both global and local planner, and xy tolerances,
but we could not find any better configurations.

The fixed strategy remains a safe policy in real-robot deployment. The robots had no collisions or
turnarounds, but the strategy also did not perform the fastest in any of the scenarios.

The safety of the adaptive policy increased in real experiments. The robots successfully avoided
collision in all 40 episodes. In addition, the adaptive policy maintained its good efficiency with
an average of 0.837 in the training scenario and 0.727 in test scenarios, making it the best overall
policy in the real-robot hallway passing experiments. The adaptive policy with negotiation was not
deployed with robots due to unreliable communication channels in initial trials and temporary loss
of access to the hardware due to the COVID-19 pandemic.

5 Conclusion and Future Work

This study shows the potential of improving an existing robot navigation stack with a learnable, high-
level control policy. We show that our proposed learning-based adaptive policy can be combined
with the generic ROS navigation stack to improve its efficiency and safety without tuning its internal
parameters and while preserving its safety properties. The adaptive policy is also designed to take
in a low-dimensional state space, which allows for fast training and fast reaction times even when
deployed on robots with limited computational resources. We compared the adaptive policy to three
other methods: the vanilla ROS navigation stack, a social navigation stack, and a fixed strategy
using predefined parking spots. Empirical evaluation both in simulation and on real robots indicates
that our adaptive policy is more efficient than the other methods. Additionally, the adaptive policy
maintains a very small collision ratio (3%) in simulation and even completely avoids collisions in
our real-robot deployment. Furthermore, when the adaptive policy is implemented on both robots
as in the adaptive policy with negotiation, it can obtain 0% collision rate in simulation. Finally,
the adaptive policy, unlike the fixed strategy, does not need predefined parking zones and hence can
easily generalize to new environments. This advantage was demonstrated in our experimental results
as the adaptive policy, trained only on one scenario, performed well in three other unseen scenarios
in both simulation and on real robots.

This paper opens up some interesting directions for future works. The adaptive policy may be able to
be further improved by learned during deployment. Another interesting future direction is to explore
how to effectively apply multi-agent learning for the hallway passing problem.
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Learning to Improve Multi-Robot Hallway Navigation: Appendices

A Additional Experimental Results

In this section, we investigate the potential of the adaptive policy by comparing its performances
under different conditions. The conditions are the following.

e General: The policy presented in the paper. This policy is trained on scenario 1 for a 1,000
episodes and tested on all scenarios to show how the adaptive policy can be generalized.

e Specialized: This policy consists of four adaptive policies trained on each specific scenario
for 1,000 episodes and tested only on the same scenario. Therefore, in scenario 1, the
“General” adaptive policy is equivalent to “Specialized”. The performance of this policy
can be seen as the best possible performance of the adaptive policy for a specific hallway.

e Complete: This policy is trained on all four scenarios for 4,000 episodes. This can be seen
as the performance of training the adaptive policy on an entire floor.

Efficiency is measured without collision episodes. The resulting performance under each condition
is shown in Figure 6 and Table 3.

Simulation results on scenario 1 Simulation results on scenario 2
1.0 4 1.0 4
0.763 0.763 0.748 0.782 0.686 0173
0.8 % 0.8 %
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Figure 6: Box and whiskers plots showing the efficiency of general, specialized, complete adaptive
policy on each scenario. The black number represents the average efficiency and the red number
indicates the collision rate of each policy. Note that in (a) the results of General and Specialized are
the same.

Both Specialized and Complete adaptive policy are safer than General. However, efficiency is lower
for both since both choose more conservative waypoints for safer passage. This makes sense con-
sidering that in Section 3.2.1, we heavily penalize collisions (-1,000). Table 3 shows that more data
(specialized and complete) does improve the model in terms of rewards.
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Table 3: Overall statistics of adaptive policy with different conditions in simulation.

General | Specialized | Complete
average 0.770 0.724 0.739
efficiency
% collision 3.0 % 0.75 % 1.25 %
% turnaround | 0.0 % 1.25 % 0.0 %

B Implementation Details

Hyper-parameter tuning: The Gaussian Process Regression (GPR) model requires hyper-
parameters such as noise in likelihood, constant mean value, output scale and length scale of co-
variance module. which need to be tuned. We tune these parameters using the “gpytorch” [21]
module with 100 data points from independent episodes.

Sampling waypoints: The adaptive policy samples 200 waypoints from the 4m x 4m square sur-
rounding the polite robot and evaluates the expected rewards using the GPR model (See Section
3.2.1 for more context). However, the 4m x 4m square could contain unreachable areas such as a
room beyond the walls. Therefore, we exclude these “unreachable” areas and only sample way-
points that the robot can get to. For the ease of computation, we created a map highlighting all areas
of the floor that the robots can reach from the hallways; this was only done once before the robot
was deployed.

C Model Visualization

In this section, we will show the ability of the adaptive policy to generalize through the heatmap of
the Gaussian Process Regression (GPR) model.

Figure 7 shows the expected reward of general adaptive policy in four scenarios. Note that the
waypoints are sampled from reachable points indicated by the regular ROS navigation stack. The
general adaptive policy was only trained on Scenario 1, nevertheless the heatmap of waypoints in
scenarios 2 and 3 indicate that it does learn to avoid waypoints near the obstacles such as the pillar
(orange circle) or the bench (green box). In scenario 4, the expected rewards of waypoints are higher
than other scenarios because this scenario contains a wide open space around the hallway.

D Multi-Robot Results

To show that our approach can generalize to situations with more than two robots, we ran some
experiments with three robots passing in the hallway. In narrow hallways, situations that involve
three robots having to pass each other will generally have one robot on one side and two robots on
the other. To minimize time-to-destination, the single robot, while using the adaptive policy, should
park while the other two pass. Table 4 shows the simulation results from a three-robot experiments
using this methodology.

Future work includes generalizing to even more robots, tackling complex scenarios such as T-
intersections, and fleshing out the communication between robots for deciding on which robots
should park.

Table 4: Results of the three-robot scenario in simulation.

Vanilla Navigation | Adaptive Policy
average 0.273 0.637
efficiency
% collision 50 % 5%
% turnaround 50 % 2%
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Figure 7: Heatmaps showing the expected reward of waypoints near the polite robot. The position
of the polite robot (yellow) and the regular robot (blue) is represented as a triangle. The arrow on
the triangle indicates the robot’s orientation. The brighter colors in the heatmaps indicate the safer
and more efficient waypoints.
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