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Abstract— As wireless hotspot business becomes a tremendoudittle work on receiver-side MAC misbehaviors. This motas
financial success, users of these networks have increasing nves our work.

to misbehave in order to obtain more bandwidth at the expense : ot : :
of other users. Such misbehaviors threaten the performan([:)e ah .In this paper, we fIrSt.Identl.fy a range of greedy receiver
availability of hotspot networks, and have recently attracted Misbehaviors. Such receiver misbehaviors are possibkisec
increasing research attention. However the existing work so far IEEE 802.11 is a feedback-based protocol; while receivers
focuses on sender-side misbehavior. Motivated by the observah  do not directly control data transmissions, they can cause
that many hotspot users receive more traffic than they send, @ gamage by manipulating the feedback. The broadcast nature

study greedy receivers in this paper. We identify arange of greefl ¢ \ireless medium makes it easy to manipulate not only its
receiver misbehaviors, and quantify their damage using both

simulation and testbed experiments. Our results show that even OWN feedback but also other flows’ feedback. We quantify
though greedy receivers do not directly control data transmisien, the performance impact of misbehaving receivers using both
they can still result in very serious damage, including completely simulation and testbed experiments. Our results show tisat m
shutting off the competing traffic. To address the issues, we pehaving receivers can cause serious damage to the network.

further develop techniques to detect and mitigate greedy recer |, ome cases, a greedy receiver can completely shut off the
misbehavior, and demonstrate their effectiveness. '

Keywords: C.2.1.k [Wireless Communication], C.2.5 [LocaI-Other competing flows. To mitigate the threats and enhance
Area Networks]. network availability, we further develop techniques toedtt

and mitigate greedy receiver misbehavior, and demonstrate
l. INTRODUGTION their effectiveness.

The proliferation of lightweight hand-held devices[ The rest of the paper is organized as follows. We overview

with built-in  high-speed WiFi network cards has spurreJ1e background of IE.EE 802.'11 and TCP in Section II, and
Survey related work in Section lll. We present a range of

W|desprea(_j deployment of wireless .hOt'SDOt networks %treedy receiver misbehaviors in Section IV. We quantifyirthe
many public places, such as hotels, airports, restaurants

. : : ' damage using simulation and testbed experiments in Se¢tion
malls. As reported in [8], [9], worldwide wireless data tpis . . . .
revenue will rise from $969 million in 2005 to $3.46 biIIionand Section VI, respectively. We describe techniques teodet

in 2009, and the number of hotspot locations wil nearland mitigate greedy receiver misbehavior in Section VI an

double in size from 100,000 in 2005 to almost 200,000 bé‘;ilﬁs:]el)'(ts effectiveness in Section VIIl. We conclude in

the end of 2009. As hotspot business becomes a tremendous

financial success, users of these networks have increasing

incentives to misbehave in order to gain more bandwidth Il. BACKGROUND
even at the expense of others.

The serious damage caused by MAC-layer misbehavior hgSE 802.11: The IEEE 802.11 standard [5] specifies two
recently received substantial research attention. Som@eof yypes of coordination functions for stations to access the
pioneering work in this area includes [2], [12], [14], [15]\yireless medium: distributed coordination function (DGR
These works identify several types of MAC-layer misbehay;sint coordination function (PCF). In this paper, we focus o
iors, and propose countermeasures to detect and prevént S§¢F which is much more widely used than PCF. In IEEE
misuse. . ~802.11 DCF [5], before transmission, a station first checks

The existing work so far focuses on sender-side misbg; see if the medium is available using virtual carrier-gems

havior. In wireless LAN (WLAN) networks, the amount ofgng physical carrier-sensing. The medium is considereg bus
traffic coming from access points (APs) to clients is tydical it gither carrier-sensing indicates so.

higher than that from clients to APs [10], [19]. APS are i a| carrier-sensing is performed using the Network Al-

under the control of service providers and send more dajgeation Vector (NAV). Most 802.11 frames have a NAV field,
whereas (possibly mishehaving) users often act as reseivgihich indicates how long the medium is reserved in order

Therefore misbehaving receivers can be serious threat®1o {, finjsh transmitting all the frames for the current opeai
performance and availability of WLANs. However, there iga| carrier sensing considers medium is idle if NAV is

This work is supported in part by NSF Grants CNS-0546755 aN&-C ;ero, OtherW'S.e it C0n§|ders th_e me_d|um busy. Only'When NAV
0627020. An earlier version appeared in the 37th Annual VBEE Interna- IS zero, physical carrier-sensing is performed using egtri

tional Conference on Dependable Systems and Networks (D®NM)20The Sensing hardware. If physical carrier-sensing also detesgn
new version adds more extensive simulation and experimentgdliaion of

greedy misbehaviors and the detection schemes. We thank Briarstreet the m?d'um idle, a station may begin transmission using the
for help with initial ns-2 simulation. following rule.



If the medium has been idle for longer than a distributeid a feedback-based protocol receivers can significantgcaf
inter-frame spacing time (DIFS), transmission can begin imetwork performance even though they do not directly send
mediately. Otherwise, a station having data to send firstswadata. Unlike [17], we study receiver misbehavior at MAC-
for DIFS and then waits for a random backoff interval, whickayer.
is uniformly chosen betweefd, CW,,;,], where CW,,;,, is
the minimum contention window. If at anytime during the IV. GREEDY RECEIVER

above period the medium is sensed busy, the station freezeF . . .
. - “In this section, we present three types of greedy receiver
its counter and the countdown resumes when the medium

behaviors. Among them, two misbehaviors — spoofing

becomes idle. When the counter decrements to zero, the n@g(
) ' . ' " s and sending fake ACKs are new. The other misbehavior
transmits the packet. If the receiver successfully rese — NAV inflation has been identified earlier. Our work comple-

packet, it waits for a short inter-frame spacing time (SI&&) ments the previous studies on NAV inflation [2], [14], [15]

then transmits an ACK frame. If the sender does not receivel ¢ llowing aspects. First. we focus on areedy recsiver
an ACK (e.g., due to a collision or poor channel conditioh), g asp : ' 9 y

) . . ) i.e., the frames with inflation can only be transmitted by
doubles its contention window to reduce its access rate. When". .
. i ) . receivers). In comparison, [14], [15] focuses on greedylsen
the contention window reaches its maximum value, denoted as ; .
. : . nd [2] focuses on denial-of-service (DOS) attacks, where
CWaz, it stays at that value until a transmission succeeds

in which case the contention window is resetG®V,,,,, . ml_sb_ehavmg nodes simply cause damage without necessarily
gaining more throughput. We will show that only a small

TCP: TCP is a widely used transport protocol. One of thRay increase is required fotZR to starve other flows due
misbehaviors we identified exploits the interactions betwety additional data traffic, whereas a large NAV inflation is
TCP and MAC layer, so we briefly review TCP here. TCRequired to launch the type of DOS considered in [2]. Second,
provides reliable, in-order delivery service. It uses ACKye present a simple analysis to model the effect of NAV
timeout, and retransmission to achieve reliability. Ittfier jnflation in Section V. Third, we will use extensive evalaati
provides congestion control by inferring congestion based tg study the effect of NAV inflation in various scenariasg,
packet losses. Upon a packet loss as indicated by recejfifdying the impact of the amount of inflation, the type of
of 3 duplicate ACKs or timeout, the TCP sender assum@gmes with inflation, the frequency of inflation, the number
the network is under congestion and responds by reduciggcompeting receivers, and the type of the transport podéoc
its congestion window i, the maximum amount of un- etc.).

acknowledged data allowed by the TCP sender). Since nofor each misbehavior, we first introduce the misbehavior
all wireless losses are due to congestion, TCP congesti9hy then describe its applicable scenarios, greedy actionis
control is sometimes unnecessary and can cause performagtscts. Throughout the paper, we I6tR denote a greedy
degradation. One way to address this issue is to hide wielegceiver, VR denote a normal receive;S denote GR’s
losses from TCP via local retransmission, thereby avoidiRg@nder, andvS denote NR’s sender. We assume that APs
unnecessarily reducing sending rate. This is the appra@kemt e the senders and behave normally, since they are under the
by IEEE 802.11. control of service providers.

1. RELATED WORK A. Misbehavior 1: Increasing NAV

The serious damage caused by misbehaving MAC hasggg 802.11 uses NAV to perform virtual carrier sensing.
received increasing attention in wireless research contyiunGreedy receivers can increase their goodput (i.e., rate of
For example, Bellardo and Savage [2] studied denial of servicorrectly received non-duplicate packets) by increasimy.N
attacks in 802.11. Kyasanur and Vaidya [12] identified th%:c plicable Scenarios The misbehavior is effective
selfish senders can get significantly more bandwidth than re enever there is traffic competing with a greedy receiver
ular senders by modifying the backoff value in IEEE 802.1 hflated CTS NAV causes damage only when RTS/CTS is:

Raya et al. [14], [15] developed DOMINO, a software in- .
stalled on access points to detect and identify greedyostat enabled, whereas inflated ACK NAV causes damage regardless

Guang [6] developed a Predictable Random Backoff (PR het_her RTS/CTS is used. When TCP IS used, the greedy

. . receiver also sends TCP ACK packets, which are data frames
algorithm to force each node to generate a predictable tﬁaclﬁ% the MAC laver. As a result. the areedy receiver can also
interval and detect hosts that do not follow the protoco. yer. ’ 9 y

: . ihflate NAV on the RTS and data frames, which are used to
Cagalj et al. [3] used a game-theoretic approach to stuggn d the TCP ACK packet
selfish nodes in CSMA/CA networks. Unlike the existing P '

work, which focuses on sender-side misbehavior, we ideatif Greedy Actions A greedy receiver may inflate NAV in its
range of receiver-side misbehaviors and evaluate theiagtpCTS and/or ACK frames under UDP, and inflate NAV in CTS,

on network performance. ACK, RTS, and/or data frames under TCP. It can increase the

In addition to MAC misbehaviors, researchers also stuflAV Up 10 32767us, which is the maximum allowable value
ied misbehavior at other protocol layers, such as jammiH@'EEE 802.11.
attacks [20], routing attacks [7], and selfish TCP behavimt a Effects  Sending frames with inflated NAV allows a greedy
attacks [1], [11], [17]. In particular, our work is inspirdly receiver to silence all nearby nodes longer than necessary.
[17], which studies TCP receiver misbehaviors and shows th&ccording to IEEE 802.11 [5], upon receiving a valid frame,



each station should update its NAV, only when the new NAWh order to focus on the first case, our evaluation considers
value is greater than the current NAV value and only wherapture effects so that there is no collision even if both
the frame is not addressed to the receiving station. Thus tieeeivers send ACKs. Specifically, when the two packets
increased NAV value will not affeatrS, which sends data to are received simultaneously, if the ratio of their received
GR, but silence the other nearby senders and receivers. signal strength is above capture threshold, only the packet
If the amount of NAV increase is large enoughS can with stronger signal is received and the other is lost. In our
exclusively grab the channel even in presence of other geadmntext, we consider eitheRSSyr/RSScr > Thresheay
competing senders since it always senses the medium idte RSSgr/RSSnr > Threshcq,, Where Thresheq, is

before its transmission. capture threshold, andRSSyr and RSSsir are received
signal strength fromV R and G R, respectively. In the former
B. Misbehavior 2: Spoofing ACKs case, ACK fromN R is demodulated and received, and ACK

Upon a packet loss, a TCP sender reduces its sending ratérBy‘_ GRis lost, and in the Iattgr case, the ACK fro@it is
decreasing its congestion window. MAC-layer retransroissi '€c€ived and the ACK fronV 2 is lost.

help to reduce packet losses observed at the TCP layer. BaS&arks: In addition to degrading the performance of
on the observation, a greedy receiver can send MAC-lay@@mpeting TCP traffic that experiences packet losses, sgpofi
ACKs on behalf of other TCP flows. In this way, packefCKs may also negatively impact certain competing UDP
losses are not recovered at MAC-layer as they should, but &@ffic. In particular, the misbehavior is effective whereth

propagated to the TCP layer, which can cause TCP sender§@gpeting UDP flow does not send more traffic to the MAC
slow down. layer as the result of packet losses. In this way, disabling

Applicable Scenarios  The misbehavior is effective underMAC-layer retransmission at the normal receiver translae

the following two conditions. First, the traffic competingthv reduced service time for the normal receiver and increased
greedy receiver is TCP and its link is lossy. Second, a greea?rwce time for the greedy receiver. An example scenario is

receiver uses promiscuous mode so that it can spoof MAEE'—at an AP sends traffic to both greedy and normal receivers

layer ACKs in response to data frames not destined to itser}.nd the sending rate to the normal receiver at the transport

. . . ayer does not change in response to disabling MAC retrans-
Greedy Actions A greedy receiver@ R) sniffs a data frame m?/ssi - g P g
destined to a normal receiveN(R) coming from a sender i

NG q ds a MAC.| ACK on behalf BTR. B If the competing flow tries to recover the packet losses at
(N'5), and sends a -layer on behalf A7. Because the high-layer or sends other data traffic in place of retrans

the link from V.5 to NR is lossy, N.R may not successfully missions €.g, an AP sends traffic to a normal receiver as fast

Lechel\ée ;r]]\? data. hHo]V\\ZIZV@R spoofs arl]\/l AC-layer ACI.( on as possible and competes with another AP that sends traffic to
ehalf of NIt so that moves on to the next transmlssmna greedy receiver), then disabling MAC-layer retransmissi

instead of performing MAC-layer retransmissions as it $thou does not reduce the effective service time to the normal
Effects  In order to understand the effects of a spoof ACKseceiver so the greedy receiver no longer benefits.

we need to consider two cases. The first case is that the ahgln Since ACK Spoofing degrades the performance of compet-
receiver (VR) does not receive the data frame so the spoofggyy TCP traffic in all cases and also causes more damage, our

ACK from GR effectively disables MAC-layer retransmissionevaluation mostly focuses on TCP traffic. But for complessne
at NS. This propagates packet losses X5’s TCP, which e also study its effect on UDP traffic.

will decrease its congestion window and may even cause TCP
timeouts, thereby increasing the traffic rate towards teedy ¢ wisbehavior 3: Sending fake ACKs

receiver. When the normal traffic spans both wireless andI 802.11 d f tial backoff
wireline network, the damage of this misbehavior is further N -4, @ Sender periorms an exponential backoft upon

increased; The additional wireline delay makes end—to-eﬁgeing a packetloss. This slows down the sender when network

TCP loss recovery even more expensive than local MAE congested and packets get corrupted. A greedy receiner ca

layer retransmissions on the wireless link. We also obser%?;/r?nr;g:. S.Endce(;r:rog dba(;lgl?egt:ﬁ dgss/t'ieegdtlggtga(lszﬁi:\:en
this effect in our evaluation, as described in Section V. w ving up P ( : : )-

Second, whenV R receives the data frame, spoofed ACRYAY: t_he greedy receiver receives a higher goodpat, ¢he
will collide with the ACK from the original receiveN R. receiving rate of uncorrupted and unduplicate packets).
Such collisions cause unnecessary retransmissions f¥sin Applicable Scenarios  This misbehavior is effective under
and SlOW downNR’S ﬂOW Th|s is essentia“y a jamming the fO||OWing three ConditionS. FiI’St, the ||nk fror@S to
attack, which has been studied befoeeg( [20]). Therefore GR is lossy. Second, the traffic t&'R is carried by non-
our evaluation focuses on the first case — disabling MAJ-CP connections (to avoid interacting with TCP congestion
layer retransmissions. The performance degradation dewse control). Third, the greedy flow either tries to recover the
greedy receiver would be even larger under the combinatiBacket loss at a high layer or sends other data traffic in giace
of jamming and disabled MAC retransmissions. retransmissions so that removing MAC layer retransmission

One way to focus on the first case is to let the greed%PeS not result in reduced service time to the greedy receive
receiver only spoofs ACKs when the normal receiver do&sreedy Actions When receiving a corrupted framé&.R
not correctly receive the data frame. But in practice theends a MAC-layer ACK back to the source even though
greedy receiver does not have such information. Therefdle data is actually corrupted. Moreover, to avoid reducing



# corrupted # corrupted w/ N 4.5 ‘ ‘ ‘ R
# received | # corrupted | w/ correct dest| correct src-dest o) 4+ GR = ]
802.11b | 65536 1367 1351 1282 S 35 | —rarnon w o w e
802.11a 23068 7376 6197 5663 g 3"
=
TABLE | g 25
TESTBED MEASUREMENT SHOWS THAT MOST CORRUPTED PACKETS 9:6 1: '
PRESERVE SOURCE AND DESTINATIONMAC ADDRESSES 'g_ .1 [*
°
) ) ) ) ) g 05 ]
its service time, the greedy flow either tries to recover the o o0 ek

lost packets at the high layer or sends other data packets to A OSCT;SAV fcreaigd atZGSR (r:i’ec)
the MAC layer. For example, a greedy flow sends as fast as
. . . . Fig. 1. Goodput of two UDP flowsVS-NR and GS-GR, where GR

possible when it competes with another flow from a differefi es cts nav (802.11b)
AP. In this case, even though the greedy flow does not spend
time in retransmissions, it sends out more fresh data framedl behave normally. Unless otherwise specified, all nodes a

The effectiveness of this attack depends on how Oftéﬂthln the communication range, since this maximizes the
a corrupted packet preserves correct source and destinagffects of the attacks.
addresses. Since MAC addresses are much smaller than tHeur evaluation uses TCP and UDP, and data packet size of
payload, most of corrupted packets preserve MAC addresstd24 bytes. When UDP is used, we generate constant bit rate
To further validate this claim, we conduct measurement efCBR) traffic high enough to saturate the medium. Moreover,
periments in our testbed by p|acing Sender and receiver fae rates of all CBR flows are the same so that the difference
enough to generate significant packet corruption. Tablewsh in goodput is due to MAC-layer effect. We run each scenario
a breakdown of the number of corrupted packets, corruptedtimes and report the median of the goodput. As we will
packets with correct destination MAC addresses, and ctedupShow, even though greedy receivers do not directly contita d
packets with correct source and destination MAC addressi@nsmission, they can still effectively increase theiodjout at
As it shows, 98.8% and 84% corrupted packets are deliveré§ expense of degrading or even shutting off other comgetin
to the correct destination in 802.11b and 802.11a, reséyti flows.
Among them, 94.9% and 91.4% packets have correct source
addresses in 802.11b and 802.11a, respectively. TheseemsimB.. Misbehavior 1: Increasing NAV

indicate that sending fake ACKs is a feasible attack sincetmo \\e evaluate the impact of NAV inflation by varying (i) the

of corrupted packets preserve MAC addresses. type of transport protocols, (ii) the amount of NAV inflatjon
Effects GR sending ACKs in the presence of corruptediii) the frequency of NAV inflation, (iv) the number of gregd
data frames effectively preventsS from doing exponential receivers, and (v) the number of senders. When the greedy
backoff and creates more transmission opportunity Ga?, receiver uses UDP, it can inflate CTS and/or ACK frames.
thereby increasing its goodput. An interesting aspect & th\Vhen the greedy receiver uses TCP, not only can it inflate
misbehavior is that it is a common belief that the link layeNAV in CTS and/or ACK, but also inflate NAV in RTS and
retransmission is considered to improve performance awér e data frames when sending TCP ACKs.

to-end recovery; however its performance benefit can betwffs/ary the amount of NAV inflation: Let n denote the

by exponential backoff when competing with other flows.  original NAV value before inflation. The value of NAV used
Similar to misbehavior 2, misbehavior 3 also modifiegy greedy receivers is + o - 100, wherea varies from 0 to
how MAC-layer ACKs are transmitted under corrupted/os§1( for CTS NAV, and from 0 to 327 for ACK NAV = 310

packets. However, they differ in that misbehavior 2 degsadg, cTS andn = 327 in ACK give close to the maximum NAV,
competing TCP traffic by exploiting TCP congestion control i\yhich is 32767 1s.

response to packet losses and degrades competing UDP traffigpp traffic: First, we evaluate the impact of greedy

by reducing its service time, whereas misbehavior 3 benefik.eivers using constant-bit-rate (CBR) traffic transfdrvia

the greedy UDP flow by avoiding MAC-layer backoff evenypp. Figure 1 shows the goodput of a normal receiver and

under packet Io_sses and hence increasing its opportunityat%]reedy receiver, competing with each other and both using

access the medium. UDP. The greedy receiver can completely grab the medium
and starve the competing flow even when NAV is inflated by

V. EVALUATION OF GREEDY RECEIVERS INSIMULATION only 0.6 ms.

In this section, we use Network Simulator 2 (NS2) [13] Below we analyze the effect of NAV inflation under UDP
to quantify the damage caused by greedy receivers. We tisdfic. SupposeN S and GS both have an infinite amount
802.11b as the default configuration, and also evaluatel882. of data to sendGR inflates NAV in either its CTS and/or
for comparison. We use 6Mbps and 11 Mbps PHY rates f&CK by v timeslots. The probability of7S transmitting in
802.11a and 802.11b, respectively. Unless otherwisefag@ci a given round is the probability that onli#.S sends or both
all nodes are within communication ranges. All the sendefsS and NS send. LetBs denote the random backoff interval
behave normally, since APs are usually the senders that am@sen by a sende$. The probability that onlyGS sends
under the control of hotspot providers and do not misbehave.Pr[Bss < Bys + v — 1], and the probability that both
We consider thatV.S sends toNR and GS sends toGR, GS and NS send isPr[Bys +v —1 < Bgs < Byg +
where GR denotes a greedy receiver andS, GS and NR v + 1]. So the probability ofGS transmitting isPr[Bgs <
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Fig. 2. Average CW of5S and NS, where two UDP flowsNS-N R and
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average CW

Fig. 3.
t. NS— NR.(802.11b)

Bys + v+ 1]. v is added toByg becauses S starts coun
down v timeslots earlier tharlv.S due to NAV inflation; and

the probability that both of them send takes the above form
because it takes a station 1 time slot to measure signabsitren
and two nodes can both send if the time of their counting down
to zero differs within 1 time-slot. Similarly, the probabjl of

NS transmitting in a round i$rob[Bys < Bgs—v+1]. The
backoff interval is uniformly distributed ovef..CW1], where

CW is initialized to CW,,;,, and doubles every time after a
failed transmission until it reach&sV,,, ...

Figure 2 shows that as NAV increas&sS'’s average CW
stays close to the minimum CW, which lasts 31 timeslots in
802.11b, wheread' S’s average CW increases. This is because
NS sees an increasing fraction of collisions among the packets
it sent whenzS’s NAV increases. (Note that while the number
of collisions experiences b§ S also increases, the fraction of
collided packets does not increase due to an increasingeumb
of packetsGS sent.) When the NAV inflation is beyond 28
timeslots, NS sometimes cannot send even a single packet,
thus its average CW remains 31 in such a case. Therefore the
average CW atV S fluctuates when NAV is over 28 timeslots,
depending on how many packeféS happens to send out.
Based on the observation, we have the following relatignshi

Pr[GS sends]
= Pr[Bgs < Bns + v+ 1]
= > (Pr[Bgs =1i]x
1=0..CW
CWmax
> PrlCWns =m]Pr[Bys >i—v—1CWys=m]) (1)
m=CW,

Pr[NS sends)
= PT[BNS < Bgs — v+ 1]

= Z (PT[BGS = 7] X
i=0..CW
CWmaaz
> Pr[CWns =m]Pr[Bys <i—v+1|CWns =m])  (2)
m=CW,

min

We evaluate the accuracy of our model by plugging the
distributions of CW into Equation 1 and 2. Figure 3 compares
the estimated and actual RTS sending ratios fras and
NS. As we can see, our model accurately estimates the RTS
sending ratio, which is very close to the actual data sending
ratio. The small difference between the two ratios is due to
packet losses.

TCP traffic.: Figure 4 shows TCP results using 802.11kxig. 4.
Figure 4(a) shows the goodput of two competing TCP flow802-11b.

actual DATA'sentratio —F+—
25 + actual RTS sent ratio S
estimated RTS sent ratio -]

20

15

Sending ratio

10

0 5 10 15 20 25
NAV Increase at GR (timeslot)

Sending ratio between two competing UDP flo@§ — GR vs.

B a4 T TNR <]
S 35 GR = ||
o 3| ]
S L5l |
§ .2 [ e ]
4 -
5 15
2 1k
o ;)
g 0.5 [ % 1
0] 0 sasec « « « . “

5 10 15 20 25 30
Amount of CTS NAV increased at GR (msec)

(a) Inflated NAV in CTS

73‘_ 4 r NR  x 1
GR =

o) L 4

g 35

0 3r 1

[

] 2 f 1

& .

5 15t

2 1

=}

8 05k

O] o X,

5 10 15 20 25 30
Amount of RTS and CTS NAV increased at GR(msec)

(b) Inflated NAV in CTS/RTS

[ " TNR <]
5 GR =

ol -._,_..-....... [ R R

-
=
1’%

X

Goodput of Receivers (Mbps)
w

0 Xsasec x x x . %

5 10 15 20 25 30
Amount of ACK NAV increased at GR (msec)

(c) Inflated NAV in ACK

’,g\_ 4 r NR  x
5 | GR =
g 35
0 3r
[
3 257 . .
7] 2+
@ L]
5 15t
2 1
k=]
LE;, 05 x
0 >

5 10 15 20 25 30
Amount of NAV increased on all packets at GR(msec)
(d) Inflated NAV in RTS/CTS/Data/ACK frames
Goodput of two competing TCP flow§ S-NR and GS-GR for



Goodput of Receivers (Mbps) Goodput of Receivers (Mbps)
o B N W b~ 0O O N

Goodput of Receivers (Mbps)

Goodput of Receivers (Mbps)

(d) Inflated NAV in RTS/CTS/Data/ACK frames
Fig. 5. Goodput of two competing TCP flow§S-NR and GS-GR for

802.11a.

Goodput of Receivers (Mbps)

Fig. 6. Goodput of 8 TCP flows when one of the flow has a greedsivec

5 10 15 20 25 30
Amount of CTS NAV increased at GR (msec)

(a) Inflated NAV in CTS

NR ~ x
6l GR =

[ | S—mEmmmEmEw w wowow o owow]

N
EL]

0 « % « . %
5 10 15 20 25 30

Amount of RTS and CTS NAV increased at GR(msec)
(b) Inflated NAV in CTS/RTS

'NR
GR =

PR

O P N W M 00O N

5 10 15 20 25 30
Amount of ACK NAV increased at GR (msec)

(c) Inflated NAV in ACK

NR  x
GR =

6
5
[ |w—rmmmmaen o mom o w o]
3

N
Xm

0 % % " . %
5 10 15 20 25 30
Amount of NAV increased on all packets at GR (msec)

4f ‘ NR  ~ ||
35| GR = ||
3 L 4
25 [ " = = = = =
5l ,

151 %

1l

05 [ ]
0 M « « %

10 20 30
Amount of CTS NAV increased at GR (msec)

with an increasing CTS NAV. (802.11b)

4l ‘ iR ‘ LNR x ]
GR .

351 t5msec |+10msec | +31 msec |

25 |
15 [ ,a" -

05 Xy x

x x x
x

ok L X1, e I *
0 50 1000 50 1000 50 100
Greedy Percentage

Fig. 7. Goodput of two TCP flowsVS-NR and GS-GR, where GR
increases NAV by, 10, or 31 ms, and varies greedy percentage. (802.11b)

Goodput of Receivers (Mbps)

when the receiver of one flow is greedy and inflates NAV in all
of its CTS frames. We make the following observations. First
in all cases the greedy receiver obtains higher goodput than
the normal receiver. Second, as we would expect, the larger
increase in the greedy receiver's CTS NAV, the larger gobdpu
gain the greedy receiver has. Moreover, with a large enough
NAV value, the greedy receiver can grab the channel all the
time and completely shut off the normal receiver’s traffic.

Figure 4(b) shows the effect of inflating NAV on RTS and
CTS frames. (A TCP receiver sends RTS frames for TCP
ACK.) A very small NAV inflation can completely starve
the other connection. Figure 4(c) further shows the impact
of inflated ACK frames. The goodput gain from inflated
ACK NAV is slightly smaller than that from inflated CTS
NAV, because there are more CTS frames sent than ACK
frames (ACK is sent only when RTS, CTS, and data frames
are successfully received, whereas CTS is sent when RTS
is received successfully). As shown in Figure 4(d), inflgtin
NAV on all frames causes the largest damage&i-GR pair
dominates the medium even when NAV is inflated Dy s.

Next we evaluate the performance using 802.11a. Figure 5
summarizes the results. The high-level trend is simila:gap
between greedy and normal receivers’ throughput increases
with the amount of NAV inflation and the number of frames
with NAV inflation. For the same amount of NAV inflation,
the damage is larger in 802.11a than 802.11b because the in-
terframe spacing and transmission time in 802.11a are small

We further evaluate the effect of a greedy receiver under
multiple normal sender-receiver pairs. We consider 8 flows,
where one of them has a greedy receiver. As shown in Figure 6,
the goodput of the greedy receiver increases with an incrgas
CTS NAV, at the expense of degrading the competing normal
receivers. Moreover, it take)ms increase in CTS NAV for
the greedy receiver to dominate the medium. In the remaining
of Section V-A, unless specified otherwise, we use TCP flows
since TCP is used more often.

Vary Greedy Percentage (GP): In order to make
the detection difficult, a greedy receiver may not maniulat
every packet it transmits. To evaluate such effect, we vary
Greedy Percentage(P), which denotes the percentage of
time a greedy receiver behaves greedily. In this case, GP is
the fraction of CTS frames that carry inflated NAV.

Figure 7 plots goodput of normal and greedy receivers as
we vary GP and the amount of NAV inflation, and all four
nodes are within communication range of each other. As we
would expect, increasing GP increases the performancenfjain
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GR. Nevertheless even whénP is 50%,G R already receives 3
substantially higher goodput. For example, its goodpuwer o i'g 1y
1Mbps higher than that oV R when NAV is inflated by5ms, 2 05}
and around 1.8Mbps higher when NAV is inflated byms, 8 et e ey .
. - . O O L L L
and completely grabs the bandwidth when NAV is inflated by 10 20 2
31ms. Amount of CTS NAV increased at GR (msec)
Vary the number of greedy receivers: Next we vary (c) 2 UDP flows

the number of greedy receivers. Figure 8 considers 2 sendég- 10. One sender sends to multiple receivers, one of whitthtés CTS
receiver pairs. As it shows, when both receivers are norm3f- (802.11b)

they get similar goodput. When only one receiver is greedy, NAVT 1 Sender > Senders
the greedy receiver gets significantly higher bandwidth and (ms) | SNR S-GR | NS-NR GS-GR
almost starves the normal receiver. When both receivers are 0 | 22281 22388 42177  A4L.775
: . 1 19.847 24.036| 46.011  42.035
greedy, their performance depends on who grabs the medium > 20.961 23590 42424 41005
first. The one that grabs the medium earlier gets the chance 5 16.386  27.750| 30.846 47.592
to silence the other flow and has an opportunity to grab the 10 | 11723 31345/ 11.810  46.272

. 20 | 10.364 36.496| 4.582 49.661
channel again in the next round. 31 4519 41.715] 3203 47 452

Figure 9 shows the results of varying the number of greedy
receivers under 8 sender-receiver pairs (including normal
receivers). All greedy receivers have GP=100% and increase
their NAV by 31 ms. When there are more than one greedy rjrst we consider one sendsrsending to two receivers,
receiver, only one greedy receiver survives and the othgrp (normal receiver) andi R (greedy receiver). In this case,
receivers get virtually nothing. This is because 3% NAV ¢ §oes not respond to the inflated NAV froGiR, since the
inflation is large enough so that the first one that grabs therg js destined to itself. Inflated NAV has the following two
channel reserves the medium for the subsequent transmsssi@ecis on N R. First, it preventsN R from sending CTS in
Unless there is a packet loss, the node will grab the medi%‘sponse to the RTS froi$i in a timely manner. If the CTS is
for all its subsequent transmissions and starve the othesflo delayed long enough, the sendeassumes RTS has failed and
One sender with multiple receivers: So far we have backs off by increasing its contention window. Second, when
studied the cases when there are as many senders as receiVeR is used, an inflated NAV fron&R preventsN R from
Now we examine the case where one sender sends to megading TCP ACK in a timely manner. Figure 10(a) shows
than one receiver. This introduces head-of-line blockamy] the goodput ofNV R and GR when both use TCP. Compared
reduces the damage of a greedy receiver to a certain degweigh the two-sender case, the performance gain of the greedy
Nevertheless, even in that case, the greedy receiver can rgeeiver is reduced, but the gain is still significant. Talble
significant gain. further compares the TCP congestion window size between 1-

TABLE I
AVERAGE TCP CONGESTION WINDOW



BER [ ACKICTS RTS TCP ACK | TCP Data R T Y T
le=® | 3.799¢=% | 4.399¢=% | 1.119¢=2 | 1.130e~2 g R2WNOGR
2¢e=4 | 7.519¢73 | 8.762e73 | 2.235¢~2 | 2.033¢~! A RIWRZCR %
3.2¢e7% | 1.121e72 | 1.398¢72 | 3.521e™2 | 3.048¢~! 8 .
44e % | 1.658¢72 | 1.918¢2 | 4.810¢2 | 3.93de~! g MBra
8e=* | 2.995¢72 | 3.460e~2 | 8.574e=2 | 5.97le”! & 1fg§x ) .
TABLE Il 5 BT e
BER AND THE CORRESPONDINGFER g 957 L]
sender and 2-sender cases. As it shows, for the same NAV RS S-S S N
increase, the difference between the congestion window of e BSERG(E_Z) eo o
normal flow and greedy flow is larger under 2-sender than (a) 802.11b
that under 1-sender, but the difference is still significant 35 e
Next we consider one sender sending to 7 normal receivers R R RIwnoGrR
and 1 greedy receiver. Figure 10(b) plots the goodput of a - sle " RIWRISR %
greedy receiver and the average goodput of the 7 normal § ' g% -
receivers. As we can see, there is still gain for the greedy 8 2E
receiver though the benefit is much smaller than competing Lo L
with only one normal receiver or having multiple senders. g % "
Now we consider one sender sending to a normal re- g o5 L .
ceiver and a greedy receiver, both using UDP. As shown in 0 3 s e e o 102
Figure 10(c), the goodput of both flows decreases with an BER (le-4)
increasing NAV, and GR receives similar goodput as NR when (b) 802.11a

sharing the sender. This is because both CBR flows have @ 11. Goodput of two TCP flowa’S-N R and GS-G R under a varying
same data rate, and the queue at the sender has roughlywitegess link loss rate, where GR spoofs ACK on behalf of NR.
same number of packets to normal and greedy receivers. A

larger CTS NAV from GR simply makes the sender fluctuafgl9ure 11 shows the goodput of two receivers when one of

its contention window and increases the idle time between ti'€M. namely R2, misbehaves (denoteda®2 1Y) versus
transmissions, causing harm to both receivers. In comgarisVNen neither misbehaves (denoted /as GR) using TCP.
under TCP the sender’s queue has more packe@Rathan Figure 11(a) shows 802.11b results, and Figure 11(b) shows

to NR. since the TCP flow taVR slows down whenvkr 802.11a results. In both graphs, the x-axis shows bit error
does not send ACKs in a timely manner. rate. The corresponding data frame error rate is shown in

. . . Table Ill. We make the following observations. First, when
Summary: Our evaluation shows that increasing NAV, g

. Hocti q isbehavior. A Id ¢ neither misbehaves, the two receivers get similar goodput.
IS an eflective greedy misbehavior. As we wou expec’ﬁ]eirgoodput both decreases with an increasing BER. In com-

%%?ison, when one of them misbehaves, the greedy receiver

the gain of greedy reqeivers. Furthermore, the damagegerar ets significantly higher goodput than the normal receiver.
when a greedy receiver has a separate sender from nor%gfond we observe that when BER is lower than®. the
receivers than when the sender is shared. Finally, the imp 9 ! '

. . . eedy receiver gets an increasing gain as loss rate imseas
of NAV inflation in TCP depends on which frames the gree Y 9 99

receiver manipulates: the impact of NAV inflation in CTS o his Is because an increasing loss rate means that more
. " . . ackets to the normal receiver have to be recovered at TCP
ACK frames in TCP is smaller than that in UDP since TC

X o . ayer after spoofing MAC-layer ACKs, thereby increasing the
congestion control may limit the sending rate and reduces t ectiveness of greedy misbehavior. When BER is higher than
opportunity for greedy receivers to misbehave. Howeves, th _, the areedv receiver's .

. . . , oodput gain gradually decreases
impact on TCP traffic can further increase when the gree Y 9 y goodpttt gain g y

. | difies RTS and data f h dina T cause the number of data packets it overhears decreases,
fgﬁg’er also modines and data frames when sending ereby decreasing the number of spoofed ACKs. Moreover, an

increasing loss rate between the greedy receiver and itkesen
also degrades its own TCP goodput. In an extreme, when the
B. Misbehavior 2: Spoofing ACKs loss rate is high enough, both TCP flows get virtually zero

1) TCP Traffic: We first evaluate misbehavior 2 using TCRgoodput regardless of whether one misbehaves or not. Third,
traffic. Unless otherwise specified, we use a 4-node topologgmparing 802.11a and 802.11b, we observe that the general
(i.e, 2 senders each sending to one receiver). We place all tiend is similar.

nodes are within communication range of each other, and gy greedy percentage: Next we evaluate the impact

loss rates on all wireless links among all nodes are the sargg.greedy percentage (i.e., how often the greedy receiver
We further examine the effect of the misbehavior when thgyoofs an ACK when it sniffs the other sender’s data packet).
Vary bit error rate: First we examine the impact of agoodput of greedy receiver increases as GP increases.sThis i
greedy receiver by varying bit error rate (BER). The greedyue over all loss rate values. For low loss rate, the effect
receiver spoofs MAC-layer ACKs for every data packet if spoofing is limited because most packets are correctly
sniffs from the sender to the normal receiver (i.e., GP=100ceived at the normal receiver. For moderate loss rate, a
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Fig. 13. Goodput under 0, 1, or 2 greedy receivers (All flows TEP, and Pairs. (TCP, 802.11b)
BER=2e~%). (802.11b) . . . . -
and greedy receiver. This is because an increasing wireline

significant number of packets are lost at the normal receivédtency makes end-to-end loss recovery more expensive. When
making spoofing ACK an effective attack. For high loss raté)e wireline latency is beyon200ms, the goodput of greedy
Spooﬁng ACK continues to allow the greedy receiver to géeceiver starts to decrease, even though it still Signiﬂyan
more goodput than the normal receiver, even though the gre&it-performs the normal receiver. This is because TCP ACK-

receiver also suffers degradation due to its high loss rate. clocking reduces the greedy receiver's goodput as its delay

Vary the number of greedy receivers: We further evaluate increases, and the goodput gain from the normal receiver is
cpot enough to offset such drop.

the performance of 2 TCP flows under O, 1, or 2 greedy _.
: - Figure 16 further shows the result when we vary the greedy
receivers. As shown in Figure 13, the total goodput deceease : : o
. . o . : ercentage (GP) under five different values of wirelinerlaye
when both receivers misbehave. This is because in this ¢ e would expect increasing GP enlaraes the performance
both receivers spoof the other's MAC-layer ACK, which pect, g 9 P

. . . gap between the greedy and normal receivers. In addition, we
effectively disables MAC-layer retransmission and makes tobserve the performance gain of the greedy receiver isdarge

loss propagated to TCP layer. A larger GP causes MAC-IayeF] S . B \
retransmission to be disabled more often, and results gmlarw en the wireline Iaten'cy 'S around 20.0 ms — only spoofing
reduction in goodput ' 20 % of DATA frqmes it sniffs,GR achleyes51.78% more

' goodput of than its normal value, causidgR to perform
Vary the number of sender-receiver pairs: Next we 63.36% worse than its normal value.
consider one greedy receiver competes with a varying num-2) UDP Traffic: Now we evaluate the spoofing ACK using
ber of normal receivers. Figure 14(a) compares the averagpp traffic. We consider a 3-node topologye(, 1 AP sending
goodput of a greedy receiver and normal receivers when theytwo receivers). Figure 17 summarizes the results usiag th
share one AP, and Figure 14(b) shows the results when egaime notation as above. As we would expect, when neither
receiver receive data from a different AP with 802.11b. Asyth misbehaves, the two receivers get similar goodput. When one
show, in both cases the average throughput of greedy receige them misbehaves(R gets higher throughput thaivR.
is higher than that of the normal receivers. The differemce The performance gain @i R in UDP is less pronounced as in
goodput between the greedy and normal receivers is smalf@pP, because disabling MAC-layer retransmissions intsrac
under one AP due to head-of-line blocking. with TCP congestion control and causes larger damage.

TCP sender at remote site: So far we consider

the connections span only wireless links. Next we consider Misbehavior 3: Sending Fake ACKs

the case where the two connections span both wireless ané&or misbehavior 3, a greedy receiver sends an ACK even
wireline links, as shown in Figure 15(a). We vary the wiredpon receiving a corrupted data frame. As mentioned in
link latency from2ms to 400ms, and set BER of both wireless Section IV-C, this misbehavior is effective when the greedy
links to 2¢—°. Figure 15 compares goodput under no greedgceiver uses UDP and generates additional traffic to the MAC
receiver (denoted aso G R) versus under one greedy receivelayer to compensate for the reduced service time caused by
R2 (denoted asw R2 GR). We observe that increasingdisabling MAC-layer retransmission. So our evaluatiorsuse
wireline latency initially increases the gap between themad node topologies, where two APS] and.S2, each send traffic
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Fig. 18. Goodput of two UDP flow$'1-R1 and S2-R2, whenS1 and S2
are hidden terminals.

No GR 1GR 2 GRs
NR1 NR2 NR GR GR1 GR2
802.11b | 124.35 125.69| 362 43.31 7 76.34
802.11a | 92.55 97.02 | 22052  2891| 4752  47.33
TABLE TV

CONTENTION WINDOW SIZE OF N R AND GR WITH GP 100%WHEN
BOTH SENDERS ARE HIDDEN TERMINALS USINGJDP

to its receiverR1 and R2, respectively, as fast as possible.
We create data loss using one of the following two ways. We
disable RTS-CTS exchange and place two receivers next to
each other and senders far apart from each other to create
the hidden terminal problem. Alternatively, we create lbgs
injecting random loss of bit-error-rate (BER) 8¢~> when

the two sender-receiver pairs are within communicatiomgean

of each other. In both cases, the two flows experience similar
loss rates.

With collision losses of hidden terminals: Figure 18
compares the goodput of two UDP flows,l — R1 and

S2 — R2, when only R2 misbehaves, and when bothR1

and R2 misbehaves under varying greedy percentage. In this
scenario,S1 andS2 are hidden terminals thu81 and R2 ex-
perience collision losses. We can observe the followingstFi
when only R2 misbehaves, an increasing greedy percentage
increases the discrepancy between the goodput of the normal
receiver R1 and greedy receiveR2. When GP=100% (i.e.,
greedy receiver fakes ACK on every corrupted data packet),
the greedy receiver significantly outperforms the other-con
nection. This is because faking ACKs mak@s’s contention
window (CW) considerably smaller thak.S’s CW, as shown

in Table 1V. Second, when both receivers are greedy, they
both suffer. This is because faking ACK essentially disable
exponential backoff in 802.11 and lets senders send faster
than they should, creating more collisions. Thus, unddfidra



Data error rate| no GR (Mbps) 1 GR (Mbps) 2 GRs (Mbps)
R1 R2 R1  R2(GR) | RI(GR) R2(GR) 4 GRw L0ss415% —=— |
0.2 144 143 | 12 1.43 1.47 1.47 35 ggwtossg%g;//o P
0.5 0.92 0.91 0.59 2.49 1.03 1.03 "’;’ 3 WL0ossz/.57% o]
NR W L0SS27.5% -+~
0.8 0.63 0.63 | 0.32 111 0.71 0.75 g 25 GR w Loss19 3% |
TABLE V 5 20 NR w L0ss19.3%
o *..
GOODPUT OF TWOUDP FLOWS UNDER INHERENT WIRELESS LOSSES § 1'?
UNDER 802.1B © ! 3
05 TomLln B S— 3
O L L L
] o ) ] ) 1 3 5 7 9
induced losses arising from hidden terminals, sending fake Number of NS-NR pairs
ACK can be harmful to greedy receivers when there is ngy. 19. One greedy receiver competes with a varying number SNR
normal receiver. pairs.

H H H ; . no GR (Mbps) | 1 GR (Mbps)
With inherent wireless medium losses: Next we ~NrL wNre | cr NR
compare the performance of the two UDP flov#s, — R1 inflate NAV on RTS of TCP Ack| 2.28 251 | 441  0.04
andS2 — R2 with inherent wireless medium losses. When the TABLE VI

|933 is inherent Wirgless mediu'm losses (e.g., low receiveflcp TiroucHPUT WHENGR INFLATES NAV OF RTSFORTCP ACKS.
signal strength), faking ACKs improve the goodput by 2-

12% when data frame loss rate varies from 0.2 to 0.8, as . .
shown in Table V. In this case, unlike traffic-induced los§VO "€CEIVers. In all cases, the senders send as fast ablpossi

case, performing exponential back-off does not help reduIQe nodes are all at fixed locations within communication

losses and only unnecessarily reduces the sending ratiagraka9€ of one another. Each node runs Fedora Core 4 Linux,

ACKs avoids such unnecessary rate reduction and improyd¥! iS equipped with 802.11 a/b/g NetGear WAGS11 using
performance. MadWiFi. We use 802.11a to avoid interference with campus

. . 802.11b wireless LAN in the building. We enable RTS/CTS
Different loss rates on the two flows:  Our next evaluation

: ) -~ and use a fixed rate of 6Mbps.
is to understand whether a greedy receiver’s performanice g

a_ _ : .
under packet losses is no more than a normal receiver wHBH2tNg NAV: As a receiver of TCP traffic, GR can
its link is loss free. So we inject random loss to only one floWlate NAV in RTS and DATA frames when it sends TCP

and let both receivers behave normally. When both flows hafy€Ks, since TCP ACKs are considered as DATA frame to
BER of 5¢—*, the greedy and normal receivers obtain 2.6Y/AC-1ayer. In MadWwifi, we can easily modify the NAV in

Mbps and 1.086 Mbps, respectively. In comparison, when bdil S frames. Taple VI shows_the NAV inflation result using
receivers are normal, one flow with BER®f#, and the other TCP where GR inflates NAV in RTS frames for TCP ACKs

with no loss, the one with no loss has 2.64Mbps and the ot{8rthe maximum value32767,s. As it shows, without greedy

has 1.096 Mbps. So effectively the greedy receiver preterd@€lver./Vil and N 12 shares the medium fairly, but when
to be a normal receiver without packet losses. Under inherix

R1 becomes greedy receiver, it consumes almost all the
wireless medium loss, faking ACKs can be considered a gndwidth and the normal receiver only receives 0.04 Mbps.
useful surviving technique. However, this is hot recomnezh

d Nextwe consider UDP flows. In this case, a greedy receiver
under traffic-induced losses. can only inflate CTS an_d ACI_<. In Madwifi, CTS and ACK

. - . frames are sent automatically in hardware and we cannot mod-
Vary the number of sender-receiver pairs:  Finally we ir Nav in these frames. Instead, we can disable the autamati
consider multiple APs each transmit to one client as fast ASK and CTS by changing Atheros configuration register
possible, where one of the clients is a greedy receiver dd al | , 1 er 08048 to Ox7. and inject our own ACK and CTS
the clients experience the same loss rates. Flgurg 19 Sm%ith inflated NAV. The packet injection can be implemented
goodput as we vary the number of sender-receiver pairs. We,o\ inside the MadWiFi driver or as an application layer

observe that the impact of greedy receiver increases wih Yogram. For simplicity, we adopt the latter approach tedhj

loss rate, because a higher loss rate means more opPP@EUNRI~K and CTS packets with inflated NAV value 82767.s
for the greedy receiver to fake ACKs. Moreover, the absoluyf

. X ~“Via the raw interface. A CTS frame with inflated NAV is
difference in the goodput of greedy and.norm'al receweﬁ?{(\acted upon the receipt of an RTS frame, and an ACK frame
decreases as the number of normal FECEIVETS INCreases ig ﬂjected upon the receipt of a data frame. However, since
to a decreasing per-flow goodput. Interestingly, theirtiata

we implement in an application layer program, the turn adoun

difference in goodput remains high for all the numbers q{me for sending ACK and CTS frames is arouhehs, which

receivers considered. is larger than their timeout values. Therefore we do notilésa
automatic ACK and CTS, but run our packet injection code
VI. EVALUATION IN TESTBED in parallel. (If we implement packet injection in MadWifi,eth

In this section, we evaluate the performance impact afrn-around time is50 us, within the maximum ACK/CTS
greedy receivers in a testbed consisting of 4 DELL Dimerssiotimeout of 409 us, so we can disable automatic ACK/CTS.)
1100 PCs (2.66 GHz Intel Celeron D Processor 330 wiffor the purpose of NAV inflation, the larger turn around time
512 MB of memory). For the first two misbehaviors, wes not an issue since the slightly delayed frames with indlate
use two senders, each sending to one receiver. For the thi&V still achieve the goal of silencing nearby nodes.
misbehavior, spoofing ACK, we use one sender transmitting toTable VII compares the UDP throughput of the senders



no GR (Mbps 1 GR (Mbps o

NRI1 (ng,z) GR ( N';?,) | Moritoring o
no RTS/CTS inflated NAV on ACK | 2.73  2.85 | 494 0.8
with RTSICTS inflated NAV on CTS | 247 2.67 | 465 0.08

with RTSICTS inflated NAV CTS/ACK| 247 2.67 | 465  0.05

TABLE VI
UDP THROUGHPUT WHENGR INFLATES NAV IN TESTBED.

no GR (Mbps) | 1 GR (Mbps)
NR1 NR2 | GR NR
without RTS/CTS | 2.68 196 | 351 0.98

TABLE VIl
TESTBED EMULATION OF SPOOFINGACK USING TCP. [ Greedy Behavior is Detected ]

when there is no greedy receivers versus when one receiv8r20: Detecting greedy receivers.

is greedy. The reported goodput is the median over 5 ruRgyside the communication range of the sender but within
where each run lasts 30 seconds. As it shows, without gredynmunication range of the receiver. The first set of nodes
receiver, both senders achieves similar throughput. When Qo the correct NAV, since they overhear the sender’s frame
receiver |s'greedy,' the grgedy receiver’s flow gets viguall - anq can directly compute the correct NAV from the receiver
the bandwidth while starving the normal receiver’s flow. by subtracting the duration of sender’s frame. Therefoeseh
Emulating ACK spoofing: We study the impact of nodes can directly detect and correct inflated NAV. The seécon
spoofing ACK by having one sender transmit to two receiveget of nodes can infer an upperbound on a receiver's NAV
using TCP. To emulate the effect of ACK spoofing, we modifysing the maximum data frame siz=d, 1500 bytes, Ethernet
the sender to disable MAC-layer retransmissions when MTU). For Giga Ethernet, the jumbo frame MTU is 9000
transmits to the normal receiver, while perform MAC-layebytes. However, since we focus on the traffic going to and
retransmissions as usual when it transmits to the greeflym the Internet, and based on extensive Internet traffic
receiver. As shown in Table VIII, when greedy receiver sueneasurement study [18] the packet size on the Internet is
cessfully spoofs an ACK on behave of the normal receiver, igthin 1500-bytes. Therefore it is reasonable to assume MTU
goodput increases by 30% while the normal receiver’s gobdmf 1500 bytes.

decreases by half. If the NAV in CTS or ACK exceeds the expected NAV

Emulating fake ACKs: Finally we examine the impact value, greedy receiver is detected. (In fact, without fragm
of sending fake ACK by letting a sender send UDP traffic t&tion, NAV in ACK should always be 0.) We can further locate
two receivers. We emulate the effect of sending fake ACKs fiye greedy receiver using received signal strength meawsunie
setting the sender's maximum contention window to minimuiiom it. To recover from this misbehavior, nodes will ignore
contention window when it transmits to the greedy receivdhe inflated NAV and replace it with the expected NAV to use
As we can see from Table IX, this misbehavior enables tfer virtual carrier sense.

greedy receiver to grab the medium faster than the competing

flow and obtaining higher throughput. B. Detecting Spoofed ACKs

To detect greedy receivers that spoof ACKs on behalf of
) . ) normal receivers, we use their received signal strengtireMo
~ In this section, we present techniques to detect and Misecifically, letRS Sy denote the received signal strength from
igate greedy receiver misbehaviors. We assume that sendgisqriginal receiverkSSc denote the received signal strength
are well-behaving and do not collude with greedy receiverlig the current ACK frame, an@'hresh.,, denote the capture
Fig. 20 shows a flow-chart of our countermeasure SChe”i‘ﬁreshold.RSSN can be obtained using a TCP ACK from
The scheme can be implemented at any node in the netwqg; receiver, assuming TCP ACK is not spoofed?i§ S is
including APs and clients. The more nodes implementing t@?gnificantly different fromRS Sy, the sender reports greedy
detection scheme, the higher likelihood of detection. Ne&t ishehavior. Furthermore, Whe%ggw > Thresheqp, the
describe how to detect inflated NAV, spoofed ACKs, and fak&nder can directly recover from this misbehavior by igngri

VIl. DETECTING GREEDY RECEIVERS

ACKs. the received ACK. This is because in this case the original
receiver must have not received data and sent ACK, otherwise
A. Detecting Inflated NAV the ACK coming from the original receiver would have

Inflated NAV affects two sets of nodes: (i) those withirff@Ptured the spoofed ACK; ignoring such MAC-layer ACKs
communication range of the sender and receiver, and (@ahd’:\llow the sender to retransmit the data at the MAC-layer as it

should.
To examine the feasibility of using RSS measurements for
NOOR (MDps) | 1 SR (VPPe) detecting spoofed ACKSs, we collect Received Signal Stfengt
without RTS/CTS | 2.08  2.99 | 2.79 _ 2.35 Indication (RSSI) measurements from our testbed, congisti
TABLE IX of 16 nodes spread over one floor of an office building.

TESTBED EMULATION OF SENDING FAKEACK USING UDP. For each run, one sender sends UDP broadcast packets and
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? estimated using active probing (e.g., ping). Since paciets
081/ corrupted,G R cannot send ping response and we can measure
o6k the true application loss rate. If loss rate is mainly from
wireless link, applicationLoss ~ M AC Loss™e®Retries+1

| when packet losses are independentagplicationLoss >

Cumulative fraction

02} M AC Loss™eRetries+1 4 threshold, the sender detects faked
. ACKs, where threshold is used to tolerate loss rate on
0 5 W 1 20 wireline links when the connection spans both wireless and
|RSSI - medianRSSI| across all links(dB) . . .
wireline. The appropriate value of threshold depends on the
Fig. 21. CDF of|RSST — medianRSSI| over all links. loss rate on the wireline links.
1
I False Negative — —-
g False Positive -0 - VIIl. EVALUATION OF DETECTION
o 08 1 . . .
= We implement in NS-2 the greedy receiver countermeasure
g osf 1 (GRC) against inflated NAV and ACK spoofing described in
5 ) Section VII.
o 04 T
% 02l ><>< l <M 5 Vary the 5,
Ko} X — e —¢
& = ) rRp Distance gy |
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RSS! Threshold (dB) (a) Evaluation topology
6f T T T RL X |1
Fig. 22. False positive and false negative vs. RSSI threshol \RZ—O‘
sl ]
. n R2is GR R2is GR
all other nodes record RSSI values for each packet using al 0GR no GRC with GRC |
Click [4]. (RSS! is defined a0log,, £, whereS denotes B o B2 Bos
3r @

received signal strengtti,denotes interference, and denotes

thermal noise [16].) As shown in Figure 21, around 95% RSSI

measurements differ from median RSSI of that link within 1

dB. This suggests that RSSI does not change much during a -

short time interval, and we can use large change in RSSI to 55 9930 5 93 5 9%

identify SpOOfEd ACKS. Distance from R1 and the R2 (m)
Based on the above observation, a sender determines a f?) upP goo‘d‘?“t

L = k.3 s |
R g Ry | ey

Goodput of Receivers (Mbps)

x

spoofed ACK if| RSSTnedian — RSSIeurr| > RSSIThresh, °r BN
whereRSS1,,cqian IS the median RSSI from the true receiver, 2 st r2 s GR wicor |
RSSI.,.,. is the RSSI of the current frame, afb S IThresh S | M noGRC with GRC

is the threshold. The accuracy of detection depends on the g .l

value of RSSIThresh. Fig. 22 plots the false positive and b O . -
false negative rates aBSSIThresh varies from0 to 5dB, g 2y @, 1
where false positive is how often the sender determines it is § .} W% WWM«%’ ]
a spoofed ACK but in fact it is not, and false negative is how o ol

often the sender determines it is not a spoofed ACK but in 0o W S (m;"S 9

fact it is. As it shows, using 1 dB as the threshold achieves

both low false positive and low false negative rates.
The previous detection is effective when RSSI frofii is  Fig. 23. GRC effectively detects and mitigates inflated CTS/NA

relatively stable and RSSI fro¥ R is different from N R. To ] o

handle highly mobile clients, which experience large \taia First we evaluate the cou_nter_measure against inflated CTS

in RSSI, the sender can use a cross-layer approach to dehtY using the the topology in Figure 23(a), where communi-

the greedy behavior. For each TCP flow, it maintains a |ig@tlon and interference ranges are 55m and 99m, respgctivel

of recently received MAC-layer ACK and TCP ACK. Greedy19ure 23(b) compares the UDP performance under the fol-

receiver is detected when TCP often retransmits the pack®¥ing three cases (from left to right) : (i) no greedy reegjv

for which MAC-layer ACK has been received. This detectiofii) 0ne greedy receiver with no GRC, and (iii) one greedy

assumes wireline loss rate is much smaller than wireless I6§Ceiver and with GRC. As we can see, without a greedy
rate, which is generally the case. receiver, the two flows get similar goodput. The goodput jamp

around99m, because the two senders do not interfere beyond
. this distance. WhetR2 is greedy,R2 dominates the medium
C. Detecting Faked ACKs and completely shuts ofR1 when all four nodes are within
To detect greedy receivers that send MAC-layer ACKsommunication range. Beyorighm, R2’s inflated CTS NAV
even for corrupted frame, the sender compares the MAC-layzmnot be heard bi1 andS1, so the goodput of the two flows
loss with the application layer loss rate. The latter can lzee similar beyon@d5m. So inflated CTS NAV is effective only

(c) TCP goodput



when distance is belowbm, and we focus on this region. Webenefit the greedy receiver. We plan to explore the effects of
observe that GRC effectively detects and mitigates thetédla auto-rate in depth as part of our future work.
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