S4. Small State and Small Stretch Compact Routing
Protocol for Large Static Wireless Networks

Yun Mao Feng Wang
AT&T Research Meraki
maoy@research.att.com wangf@meraki.com

Abstract—Routing protocols for large wireless networks must
address the challenges of reliable packet delivery at increasingly
large scales and with highly limited resources. Attempts to
reduce routing state can result in undesirable worst-case routing
performance, as measured by stretch, which is the ratio of the
hop count of the selected path to that of the optimal path.
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« Resilience: Wireless networks often experience frequent

topology changes arising from battery outage, node
failures, and environmental changes. Routing protocols
should find efficient routes even in the presence of such
changes.

We present a new routing protocol, Small State and Small  gxisting routing protocols either achieve small worstecas
Stretch (S4), which jointly minimizes the state and stretch. S4

uses a combination of beacon distance-vector based global rougin rout!ng stretchgs with large ro_utlng stateg(, shortest path
state and scoped distance-vector based local routing state tofouting) or achieve small routing state at the cost of large
achieve a worst-case stretch of 3 using)(v/N) routing state Wworst-case routing stretche®.d., geographic routing and
per node in an N-node network. Its average routing stretch hierarchical routing). In this paper, we present the desigt
is close to 1. S4 further incorporates local failure recovery to implementation of Small State and Small Stretch (S4), a new

achieve resilience to dynamic topology changes. We use multiple . . . .
simulation environments to assess performance claims at scale,"jlddltlon to the routing protocol design space. S4 achieves

and use experiments in a 42-node wireless sensor network testbed® desirable balance among these characteristics, and lis wel
to evaluate performance under realistic RF and failure dynamics. suited to the large-scale wireless network settiag.(sensor
The results show that S4 achieves scalability, efficiency, and networks).

resilience in a wide range of scenarios. We make the following contributions.

Keywords: Routing, compact routing, scalability, resite,
simulation, TOSSIM, testbed experiments.

1) S4 is the first routing protocol that achieves a worst-
case routing stretch of 3 in large wireless networks. Its
average routing stretch is close to 1.

. INTRODUCTION 2) S4’s distance guided local failure recovery scheme sig-

Routing finds paths in a network along which to send data nificantly en_hances network resilience, and is portable
and is one of the most basic network functions. The effective __ O Other settings. _
ness of routing protocols directly affects network scdigbi ) S4's scalability, effectiveness of resource use, and re-
efficiency, and reliability. With continuing growth in thézes silience are validated using multiple simulation environ-
of wireless network, routing protocols musimultaneously ments and a 42-node sensor network testbed.
achieve the following design goals: The rest of the paper is organized as follows. Section Il
« Small routing state: Using small amounts of routing staféSCUSSes prior work. The S4 routing protocol is introdured
is essential to achieving network scalability. Many wireSection lll. S4 performance in an ideal wireless environmen
less devices are resource constrained. For example, mi¢39 wireless medium losses or collisions) is studied using
sensor motes have only 4KB RAM. Limiting routing statdigh-level simulation in Section IV. Section V presentstfier
is necessary for such devices to form large networkvaluation results using a packet-level simulator (TOSSHM
Moreover, limiting routing state also helps to reduc&tudy S4 performance in more realistic large-scale wigeles
control traffic used in route setup and maintenance, sinBgtworks with a wireless medium and collisions. Section VI
the amount of routing state and control traffic is oftedescribes a final S4 evaluation performed on an experimental
correlated. testbed, and Section VII summarizes and concludes the.paper
o Small routing stretch: Routing stretch is defined as the
ratio between the cost of selected route and the cost I
of optimal route. Small routing stretch means that the
selected route is efficient compared to the optimal route. ItRouting is a well-studied problem, but large-scale wire-
is a key quantitative measure of roupeality, and affects less networks have introduced new challenges. Shortelst pat
global resource consumption, delay, and reliability. ~ routing protocols €g., DSR [11], AODV [23], DSDV [22])
can find good routes, but are limited in scale by both control

An earlier version of this paper appeared in the Proceedifighe 2007 traffic and the amount of state required at each node. Conse-
USENIX Symposium on Networked Systems Design and Implementatio

(NSDI). Yun Mao and Feng Wang worked on this project whileytheere at quenﬂy_' rpgtlng in large-scale wireless netw_orks has $ecu
the University of Texas at Austin. on minimizing storage and exchange of routing state, and can
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be divided into geographic routing and hierarchical rogitinA node’s coordinate is a vector of distances from the node
approaches. to all beacons, and each node maintains the coordinates of it

In geographic routing, each node is assigned a coordinatighbors. BVR defines a distance metric over these beacon
reflecting its position in the network. Upon receiving a petck vectors, and a node routes packets to the one that minimizes
a node selects a next hop closer to the destination in tte distance. When greedy routing stalls, it forwards thégiac
coordinate space. Some geographic routing protocols use gewards the beacon closest to the destination. If the bestilbn
graphic locations as node coordinates, while others useavir fails to make greedy progress, scoped flooding is used. Nbne o
coordinates based on network proximity. As connectivitthia the virtual coordinate-based routing algorithms providesi
coordinate spaces is not complete, these schemes mussaddrase routing stretch guarantees.
getting “stuck” in a local minimum, where no neighbor is Hierarchical routing is an alternative approach to achigvi
closer to the destination than the current node. Some patposscalability. Example protocols in this category includada
such as GFG [2], GPSR [12], GOAFR+ [15], GPVFR [18mark routing [29], LANMAR [8], ZRP [9] and Safari [24].
and variants use face traversal schemes that route paaketdigrarchical routing protocols provide no guarantee on the
a planar graph derived from the original connectivity graphouting stretch due to boundary effects: two nodes that are
Their delivery guarantees [6] depend on the assumption thpditysically close may belong to different clusters or zores!
the planarization algorithms (e.g. GG [7] and RNG [28]) cahence the route between them has to go through cluster heads,
successfully planarizeny network graph. These planarizatiorwhich can be arbitrarily longer than their shortest path.
algorithms typically assume a unit disk or quasi-unit disk Caesargt al. develop VRR [3], a scheme for layer-3 any-
model. However, these models can be inadequate for réalany routing based on distributed hash tables. To rouits to
wireless environments due to obstacles and multi-patiméadi successors on the virtual ring, a node sets up and maintains
Kim, et. al [14] have shown that model failures in real radiforwarding entries to its successors and predecessorg alon
environments can cause routing pathologies and persistentlti-hop physical paths. As a result, a node has both rgutin
routing failures. CLDP [13] addresses the imperfect RF profable entries towards its neighbors in the ring and alsdesntr
agation problem using a right-hand probing rule to detetar the nodes on the paths in between. VRR greedily forwards
link-crossings and remove them to re-planarize the graphpacket toward the node in the routing table with the closest
GDSTR [17] provides delivery guarantee without requiringD to the destination ID. The routing state per node is royghl
planarization by avoiding routing across the face of plan&t(v'N). Unlike S4, VRR does not provide worst-case routing
graphs and instead routing packets through a spanning trestretch guarantee.

The geographic coordinate-based routing schemes have aktheoretical work [4], [27] on achieving scalable and effi-
least three difficulties for wireless networks. First, aete cient routing has developetbmpact routing algorithms that
geolocation either requires careful static setting or sgde provide a worst-case routing stretch of 3 while using at most
GPS, with consequences for cost and need for line-of-sighf+/N log N) state in anN-node network. This worst-case
to satellites. Second, geographic distances may lackgiiegli routing stretch is provably optimal when each node uses less
value for network performance.(., loss rate). This may resultthan linear routing state [4], [27]. While compact routing
in paths with poor performance. Third, even with GPS argeems to be a promising direction for large-scale networks,
ideal radios, the best routing stretch for geographic nguis it cannot be directly translated into a routing protocol in a
O(c?) in GOAFR+ [15] and ARF [16], where is the length distributed network. In particular, the proposed algenighdo
of the optimal path, and example topologies exist where thist specify how each node should build and maintain routing
bound is tight [16]. state for local clusters and for beacon nodes. Moreover, the

Virtual coordinates reflecting underlying network conimect algorithm in [27] requires choosing beacon nodes offline,
ity address the first two difficulties, but still face the deafje considers only initial route construction, and cannot cope
of “dead ends”, for which a recovery scheme is requiredith topology changes, which precludes realization in our
In addition, the overhead of computing and storing virtualetwork setting. The implications of compact routing for
coordinates is not negligible. For example, NoGeo [25] usagerage routing stretch also remain unclear.

O(V/N) perimeter nodes to flood theN-node network so
that every node can learn its distances to all the perimeter Hll. S4 ROUTING PROTOCOL

nodes. Each node determines its virtual coordinate based o4 uses the theoretical ideas of the compact routing al-
the distances to the perimeter nodes. However, perimetirsnogorithm [27] as a basis, refined by the addition of new
need to store)(NN) pair-wise distance amongst them, whicliechniques needed to obtain a practical routing protocol fo
is not scalable in large wireless networks with limited meyno large-scale wireless networks. We first describe the basic
space per node. GEM [21] achieves greater scalability bygusirouting algorithm and identify challenges for routing ol
triangulation from a root node and two other reference nodélgsign, and then present the S4 routing protocol. Throughou
However, the routing stretch is larger than that typical dhis paper, our metric for the cost of a route is the number of
geographic routing algorithms, and there is the additicoat links traversedi(e., hop count).

of recomputing routing labels resulting from network fads.

Fonseca,et al. [5] have proposed Beacon Vector Routing® Basic Routing Algorithm

(BVR), which selects a few beacon nodes and uses flooding tdn S4, a random set of nodeg, are chosen as beacons.
construct spanning trees from the beacons to all other nodesr a noded, let L(d) denote the beacon closest to nafle



and letd(s, d) denote the shortest path distance frerto d. is based on the definition of clustél;(s) and the fact that

Each nodes constructs the following local cluster, denoted a8 ¢ Cy(s). This completes the proof. [ ]
Ci(s). As a special case, wheln = 1, a local cluster of node
consists of all nodes whose distances tre closer than their
Ci(s) ={c € Vld(c,s) <k=*d(c,L(c))}, k > 1. distances to their closest beacons. This special caselésical

. . compact routing [4], [27]. It is particularly interestingince it
whereV is the set of all nodes in the network. A local clusteﬁelS low worst-case storage costfy/NTog N) and provides

of nodes consists of all nodes whose distances tre within 2 worst-case routing stretch of 3. In the remaining paper we
k times their distances to their closest beacons. Each node 9 . 9 pap

S i onsiderk = 1, since it gives small routing state.
then maintains a routing table for all beacon nodes and node : -
o ractical concerns dictate three changes to the TZ com-
in its own clusterCy(s).

pact routing scheme [27] to achieve S4. First, the boundary

s'=>d: a route via the L(d) and L(d") : conditions of the cluster definitions are slightly diffetein
e T e o, S4,C(s) = {c € V]é(e,s) < 6(c,L(c))}, but in the TZ
4 . schemeC(s) = {c € V|d(c,s) < d(e, L(c))}. That is, node

() c is in the cluster ofs in S4 but not in the TZ scheme, if

\ A_,o d(e,s) = (¢, L(c)). This change does not affect the worst-

. d_ia oute that [ 1y case routing stretch, and reduces average-case routetghstr

takes the shortcut s=>d'/',"'la"r'Q‘ute A e at the cost of increasing routing state.

slopoctbonepn Lid) Second, to route towards nodg only L(d) should be

carried in the packet header as the location information in
S4. In comparison, the TZ scheme requiresadel(d) =
(L(d),port(L(d),d)) for each packet, whergort(L(d),d) is
Fig. 1. S4 routing examples. Every node within the circlaidfasd in its ~ the next hop atl.(d) towardsd. Only with the label carried
local cluster. The route’ — d is the shortest path; tk}e‘ route— d tak:es in the packet header, a beacon node can forward a packet
alitshhooljttcsurfo?ttﬁu?.efore reachingl.(d); the routes — d" is through L(d') - yo\yardsd using next hogort(L(d), d). It is necessary in the _
o . TZ scheme because the beacon nodes do not store routing
As shown in Figure 1, when routing from nodeto node  giate However, in S4, as a result of the boundary condition
d, if d € Cy(s), we can directly use the shortest path @ n4e each beacon nodestores routing state to all the
route fromss to d. Otherwise,s first takes the shortest pathygyeg that have as its closest beacon node. Given that the
towardsL(d), and then use the shortest path to route towargs., storage cost of the additional fieldrt(L(d), d) in the
d. In the second case, the route does not have to always regifis js the same as the total number of routing entries at
L(d) before routing tod. Whenever data reaches a node poscon nodes in S4.¢, both are N), we favor storing routing
whose cluster containg, ¢ can directly route tal using the g6 ot heacon nodes since it reduces packet header length
shortest path frona to d. According to the triangle inequality, and the frequency of updating labels. The frequency of label
the “shortcut” strictly improves routing stretch. We giveet updates is reduced because labels are updated only fn
following theorem as an extension to the proof in [4], [2T, ichanges but not wheport(L(d), d) changes.
which a special casg =1 is proved. Finally, the TZ scheme proposes a centralized beacon node
Theorem 1. Let Cx(s) = {c € V[d(c,s) <k *d(c, L(c))},  selection algorithm to meet expected worst case storagedbou
where k> 1. If each nodes maintains next-hop for the o, /N75¢V) in an N-node network. Since practicality is our
shortest path to every beacon and every node’ifis), the  main design goal, in S4 we randomly select beacon nodes in a
worst-case routing stretch is+ . distributed fashion. It is proved that whev/N) nodes are
Proof: Whend € Cy(s), routing stretch is 1, since weandomly selected as beacon nodes, the average storage cost
know the shortest path from to d. Whend ¢ Cy(s), It on each node is stilD(v/V) [26]. As our evaluation results
r(s,d) denote the cost of selected route franto d. show, the storage cost is still low even for the worst cases.
Note that the worst-case routing stretch of 3 still holdsard

d is in the clusters of ¢,s’and L
O d’is in the clusters of ¢’and L
s

r(s,d) < 0(s, L(d)) + 0(L(d), d) (1) random beacon node selection.
< 0(s,d) +20(L(d), d) 2)
< o(s,d) + gé(s,d) 3) B. Design Challenges
9 k Designing a routing protocol to realize the algorithm pro-
= (14 2)d(s,d 4) posed in Section IlI-A poses the following challenges:

First, how to construct and maintain routing state for alloca
The first inequality is due to possible shortcut before raaeh cluster? Frequent topology changes in wireless networkema
L(d). As shown in Figure 1, the shortcut— d is less than it necessary to support incremental routing updates. @nlik
¢ — L(d) — d according to triangle inequality. Henee— traditional hierarchical routing, each node has its owrstelu

¢ — d is less thans — L(d) — d. Equality holds when in compact routing. Therefore naive routing maintenanegc:o
there is no shortcut. The second inequality is due to tranghcur significant overhead.

inequality and symmetry: the shortest path- L(d) should Second, how to construct and maintain routing state for
cost no more thar — d — L(d). Finally the third inequality beacon nodes? Knowledge of next-hops and shortest path



distances to beacon nodes is important to the performancendfether the distance vector has been updated since the last

S4. When beacon packets are lost, the routing state couldrbating update.

inaccurate, which could substantially degrade the perdoica. A node s exchanges its distance vectors with its neighbors
Third, how to provide resilience against node/link failureeither synchronously or asynchronously. Nosgldnitializes

and environmental changes? Maintaining up-to-date rgutia(s,c) = 1 for only ¢ € neighbor(s), andoo otherwise. Upon

state could be expensive especially in a large network. Momeceiving a distance vector, a nodaises the newly received

over routing changes take time to propagate. During tliéstance vectors to update its routing state. Nediirther

transient period (e.g., the period from the time when failupropagates the update feronly when its current distance

occurs to the time when the routing tables at all nodes drem s is below scope(s) and its distance vector te has

updated to account for the failure), many packets could kbanged.

lost without a failure recovery scheme. . Benefits of SDV: SDV supports incremental routing updates.
To address the above challenges, S4 consists of the ki aliows a wireless network to dynamically adapt to nogti

lowing three major components: (i) scoped distance Vecighanges, Moreover, unlike traditional distance vectortgsro

for building and maintaining routing state to nodes within fols, SDV does not suffer from the count-to-infinity problém

cluster, (ii) resilient beacon distance vector for effiti@uting  pacause the scope is typically smal(, We evaluate a 1000-
towards beacon nodes and facilitating inter-cluster ngytand  ,5qe network with 32 beacons, and its average scope is 3.35

(iii) distance guided local failure recovery for providifggh 5,4 maximum scope is 13. This implies routing loops can be
quality routes even under dynamic topology changes. BelQyiected within 13 hops).

we will describe these three components in turn.

i , D. Inter-Cluster Routing: Resilient Beacon Distance \ector
C. Intra-Cluster Routing: Scoped Distance Vector (SDV) (RBDV)

In S4, nodes uses the shortest paths to route towards nOdeSTo support routing across clusters, each node is required to

in the cluster ofs. Unlike the traditional hierarchical routing, , .\ its distances to all beacons. This can be achieved by
|r|1 S4 each r&ode_ms 'tT own.clus.ter, wh|ch f?nS'StS qg.nc’de%nstructing a spanning tree rooted from each beacon nodes
close to nodes. This clustering is essential for providing &y, every other node in the network. Flooding beacon packets
routing ;tretch guarantee, since it avoids bo'undary. elfdot reliably is important to the routing performance, becawss |

comparison, hierarchical routing cannot provide routitmgtsh @f beacon packets may introduce errors in estimating the

guarantee due to boundary effects, where wo nearby no fdsest beacon and its distance, and degrade the perfoemanc

belong to different clusters and the h|_erqrch|ca| routevben of S4. We develop a simple approach to enhance resilience of
them could be much longer than their direct shortest path. beacon packets

A natural approach to building a local routing table is to use ) .
scoped flooding. That is, each nod@oods the network up to Routing state construction and maintenanceTo construct
5(d, L(d)) hops away fromi, wheres(d, L(d)) is the distance routing state for beacon nodes, every beacon periodically
betweend and its closest beacdi(d). Scoped flooding works broadcasts beacon packets, which are flooded throughout the
fine when the network is initialized, or when there are neffetwork. Every node then keeps track of the shortest hoptcoun
nodes joining the network. But it is costly to send frequerd next-hop towards each beacon. _
scoped flooding to reflect constant topology changes, whichSince beacon packets are broadcast and typical MAC pro-

often arises in wireless networks due to battery outagee nd@cols €g., CC1000 used in sensor motes) do not provide
failures, and environmental changes. reliability for broadcast packets, it is essential to erdeathe

resilience of beacon packets at the network layer. Our idea i
have a sender retransmit the broadcast paékeintil 7°
Action of neighbors have forwardde or until the maximum
retry count Retrymq. 1S reachedI’ and Retry,,.. provide
% tradeoff between overhead and reliability. In our evadumat
we useRetrymqa. = 3, T = 100% for beacon nodes, and
= 1/3 for non-beacon nodes, which corresponds to the
Wowing condition in our implementation (to avoid floagin
Gint calculation)3x# neighbors forwarded B # neighbors.

Scoped distance vectorTo provide cheap incremental routin
updates, we propose using scoped distance vector (SDV)
constructing routing tables for local clusters. SDV isattive
because it is fully distributed, asynchronous, and suppo
incremental routing updates. SDV is more efficient than edop,
flooding especially under small changes in a network topglo
because a node in SDV propagates routing update only W}}
its distance vector changes while in scoped flooding a no

propagates a flooded packet regardless of whether its destah, _ 100% for a beacon node is used because all neighbors

and next hop to a destination have' changed. of the beacon nodes should forward the beacon packet. In
In S4, each nodes stores a distance vector for eachmnarison, for a non-beacon nodeonly a subset of's
destinationd in its cluster as the following tuple: neighbors are farther away from the beacon thamd need
< d, nexthop(s,d), (s, d), seqno(d), scope(d), updated > to forward the beacon packet received fremrTherefore we
use a smallefl” for non-beacon nodes.
whered and nexthop(s,d) are both node IDssegno is the .
latest sequence number for destinatibrandscope(d) is the The count-to-infinity problem is that when a link fails, it may take a Idimge (on

X , X the order of network diameter) before the protocol detects the failure. Duringtéram
distance betweer and d's closest beacon, andpdated iS  routing loops may exist.



E. Distance Guided Local Failure Recovery (DLF) A senders selects the neighbor from which it receives

Wireless networks are subject to temporary or permandfi response first as the new next-hop. By assigning each
node/link failures due to obstruction, signal fading, eyer N€ighbori with a timer priority(i) x m + rand, a higher
depletion, or physical damage [5], [1], [20]. To provide Ihig priority node sends the response eqrher apq is thus favored
routing success rate and low routing stretch even in tRg the new next-hop node. To avoid collisions, we add a

presence of such failures, we develop a simple and effect®/@2ll random timerand to the priority-based timer so that
local failure recovery based on distance vectors. different nodes are likely to respond at different timesneve

. . . . . . when assigned the same priority. To avoid response impipsio
Overview: To achieve high resilience, S4 provides fa|lur%p0n hearing a failure response 4drom someone else, the

recovery at the network layer in additional to MAC-layet, rent node cancels its own pending recovery responseif an
retransmission. Specifically, a noderetransmits a packet atoyr evaluation uses: — 50m.s. and rand ranges from 0 to
the network layer when it does not receive an ACK evejy '

with MAC-layer retransmission. WheR retransmissions at

ms.

the network layer fails broadcasts &ailure recovery request, /I Priorities from highest to lowest: 1, 2, 3, 4

: T i, o iftd € C(s))
WhIC.h Contam.s (I,) the next hODUSGd, (") whethgr deStlna.tlon if(d € C('S()self)) /I'dis in s's and sel f’s clusters
d is included ins’s local cluster, and (iii) the distance tbif priority = 6(self,d) — 8(s, d) + 2;
s's cluster includes, or the distance td’s beacon otherwise. else // d is only ins's cluster

. . . priority = 4;

Upon hearing the failure requestss neighbors attempt to end
recover the packet locally. Our goal is to select the neighbo else i € Clsclf)) i dis only in self's cluster
that is the closest to the destination &is new next-hop; e|s§ //selfyis outsides’s and d’s clusters
meanwhile the selection process should be cheap and easily erfdm”'ty = d(self, L(d)) = o(s, L(d)) + 3;
distributed.

S4 uses distance guided local failure recovery to primitifig' 2. Computing priority using scoped distance vectorstaaton distance
vectors

neighbors’ responses based on their scoped distance sector ) ) ) )
Each node uses its priority to determine the time it needs M9de failures vs. link failures: The above scheme works well
wait before sendindgilure recovery response. We further ex- for link failures. When a node fails, all the links to and from
ploit broadcast nature of wireless medium to avoid implosidh€ failed nodes are down. Therefore we need to avoid using

of recovery responses. Note that if no response is recejsved?Odes_that use the failed n_odes as _next hop. This can be done
can retransmit the failure recovery request up to a threshopY 1etting the sender specify the failed node. Only the nodes
Our evaluation uses a threshold ofi @( s does not retransmit) that use different next hop from the failed node will attempt

and we already see significant performance improvemenh WP reécover. To identify a failed node, every node periodycal
more retries, the improvement would be even higher. broadcasts a hello message once every 30 seconds and a node

considers its neighbor as failed if it does not receive arphe

Distance guided local failure recovery: Our goal is to messages from that neighbor for the last 5 hello intervals.

prioritize neighbors based on their distances to the detsim
so that the nodes closest to the destination can take over |I:h
forwarding. The problem is non-trivial, because the distato -
the destination is not always available. When the destinatiocation directory: So far we assume that the source knows
is outside the local cluster, a neighbor only knows the dista which beacon node is closest to the destination. In practice
to the destination’s closest beacon, but not the distarara frsuch information may not be directly available. In such sit-
that beacon to the destination. uation, the source can apply the location directory scheme

To address the issues, each node computes its priority usttegcribed in BVR [5] to lookup such information. More
the algorithm in Figure 2. It involves two main scenarios. Ispecifically, beacon nodes are responsible for storing the
the first scenarios’s local cluster contains the destinatidn mapping between non-beacon nodes and their closest beacons
This information is available irs’s failure recovery request. The closest beacon information for noélés stored atH (i),
Thens's neighbor is assigned one of the four priorities usingghere H is a consistent hash function that mapsdeid to
the following rules. The neighbors that havén their clusters beaconid. The source contacts the beacon node whose ID is
are assigned the top 3 priorities, since they can directlyero H (dest) to obtain the closest beacondest. The storage cost
towards destination using the shortest path. In this caseh eof location directory is much smaller in S4 than that in BVR
neighbor knows its distance to the destination, and assigias shown in Section 1V), because the source in S4 only needs
itself a priority based on the difference betweéfself,d) to know the closest beacon to its destination while the sourc
and o(s,d). Neighbors whose local clusters do not contaim BVR needs to know the distance between its destination
the destination are assigned the fourth priority, whichhis t and all beacon nodes. Moreover, in S4 when destinatiis
lowest. in s's cluster, no location lookup is required sinc&nows the

In the second case, whess cluster does not contain theshortest path ta, whereas BVR as well as other geographic
destinationd, only the neighbors that havéin their clusters routing schemes always require location lookup on a new
are assigned the highest priority, since they can direcilyer destination. Such property is especially beneficial whafiitr
towards the destination. The other nodes are assignedtigsor exhibits locality (i.e., nodes close to each other are medyl
by comparing their distances to the beacon witk, L(d)).  to communicate).

eO’[her Design Issues



Beacon maintenance:When a beacon fails, S4 applies dis- « Routing stretch: the ratio of the route length using the

tance guided local failure recovery to temporarily routeusud selected routing protocol to that using the optimal shortes

the failure. If the failure persists, we can apply the beacon path routing protocol.

maintenance protocol proposed in [5] to select a new beacons Transmission stretch: the ratio of the total number of

Beacon maintenance is not the focus of this paper. Instead, w packets transmitted using the selected routing protocol to

focus on the routing performance during the transient perio  that using the optimal shortest path routing protocol. It

after failures occur. may differ from routing stretch, because a single hop may
sometimes require multiple transmissioresg( scoped
flooding).

o Routing state: the amount of state required to maintain
at each node.

Link quality: Link quality significantly affects routing perfor-
mance. We define link quality as the delivery rate of packet
on the link in a given direction. In S4, each node continupusl
monitors its links to/from its neighbors. We adopt a passive - i )
link estimator layer developed in [30], [5] for estimatirigh ° Cor!trol traffic: thE_’ amount of traffl_c tra_nsmltted for
quality. When a node receives a beacon packet or SDV update, S€ting up the routing state and location directory.
it first checks ifboth the forward and reverse link qualities of Unless specified otherwise, our default simulation scenari
the sender are above a threshold (30% is used in our currdf@s & 3200-node network with nodes uniformly distribured i

implementation). Only those updates from a sender with go8#l aréa o5 x 25 square units. The communication range
link quality in both directions will be accepted. is 1 unit. On average each node has 15.4 immediate neighbors.

Beacon nodes are randomly selected. In BVR, all or a subset of
beacon nodes serve esiting beacons; a node’s coordinate is
IV. SIMULATION defined as its distances to the routing beacons. The number
of routing beaconsKy is fixed to 10 for all simulations,

In this section, we evaluate the efficiency and SCalabm%/ecause it is reported to offer a good balance between utin

of S4 by simulation. We compare S4 with BVR [5], because . .
. . erformance and overhead [5]. For each configuration, we
BVR is one of the latest scalable routing protocols and al$o L

i . conduct 10 random runs and report the aggregate statistics.
among the few that have been implemented in real sensor
networks. We use BVR with scoped flooding since it provides .
delivery guarantee and offers a fair baseline comparisam, \§- Smulation Results

use three evaluation methodologies: (i) MATLAB simulation 13 == 35
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based on the unit disk graph radio model (presented in this £ PopAP i
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section), (i) TOSSIM simulation, a packet-level simulato
with more detailed wireless model (presented in Section V),
and (iii) testbed evaluation (presented in Section VI). Our § it
MATLAB simulation results can be directly compared with 19
many previous work on geographic routing, in which the unit 20 o 60 80 100 2 0 e B 100
disk model is used. TOSSIM simulations allow us to study the _ o
. s . (a) Routing stretch (b) Transmission stretch

performance in more realistic large-scale wireless netsor _. : N )

. . . . Fig. 3. S4 has routing and transmission stretches close tohichwis
Having both levels of simulations also reveals how undegyi consistently smaller than those of BVR algorithms across athisers of
wireless models may affect the routing performance. Fbeacons.

BVR, we validate our MATLAB implementation of BVR by 1) Varying the number of beacons (K):: Routing and

comparing with the original BVR simulation code, and W ,ngmission stretches: First we compare the routing and
'drl(r)escg?lMuse(\a/aﬁZZt?orEmal BVR implementation in TinyOS fortran§mission stretches of S4 and two variants of BVR by
varying the number of beacors. BVR 1-hop refers to the
default BVR algorithm. BVR 2-hop is an on-demand 2-hop
neighbor acquisition. In this approach, when a node cannot
use greedy forwarding to make progress, it fetches its 1-hop
To study the protocols in an ideal wireless environmé¥t, neighbors’ neighbors to its routing table. BVR 2-hop reduce
nodes are randomly placed in a square rectangular regiontled routing failure rate of BVR 1-hop at the cost of higher
size A% in the simulator. The packet delivery rates amonguting state and control traffic.
nodes are derived from the unit disk graph model. ThatFigure 3(a) compares the routing stretches under S4, BVR
is, each node has a fixed communication rafgyeA node 1-hop, and BVR 2-hop. The stretches are computed based
can communicate with all the nodes insidg but cannot on 32,000 routes between randomly selected pairs of nodes.
communicate with any node outside. It is also assumed We observe that S4 has the lowest average routing stretch.
that there is no packet loss, collision, or network congesti A closer examination of the simulation results shows that th
In the following description, we letV denote the number worst stretches in S4 are bounded by 3. This is consistent
of nodes, K denote the number of beacon nodésdenote with the worst-case guarantee provided by S4. In comparison
communication range, and* denote the size of the area. the average routing stretches in BVR 1-hop and 2-hop are
We use the following performance metrics to quantify theubstantially higher especially for small. Moreover their
efficiency and robustness of S4: worst-case routing stretches are even higleg.,(the worst
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A. Smulation Methodology



routing stretch of BVR 1-hop in the simulation is 6 for_300=c
K = 56, and much larger for smallek’). 825001 = VR - bop
Figure 3(b) compares transmission stretch among the thg 200
routing protocols. The average transmission stretched @& & 1so0
consistently below 1.1 under all values &f. However, both 1000
BVR 1-hop and BVR 2-hop have much higher stretches wh<§ 500
K is small. To achieve comparable transmission stretches” o =>—r———— i
S4 (though still higher), the least numbers of beacons redui number of beacons K number of beacons K
is 56 for BVR 1-hop and 30 for BVR 2-hop. Such high (a) # bytes (b) # packets

transmission stretch in BVR is due to its scoped ﬂooding:g. 5. Initial control traffic to set up routing state: therabars show
inimum, mean, and maximum traffic across all nodes. The contfittod
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“<BVR
300 <7 BVR 2 hop|
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| traffic

control traffic per node (# of packets)

which is necessary for its guaranteed dehvery' S4 decreases gracefully as the number of beacons increases AME: /N,
the overhead of S4 is 65% higher than that of BVR 1-hop, but nleshthan
10000 800 ———— BVR 2-hop.
©-s4 ©-s4
8000) -<BVR “<BVR
7 BVR 2hop 600 7-BVR 2hop of each node decreases, so the number of scoped DV packets

6000

is reduced. Wherk' = 56, the overhead of S4 is 65% higher
than that of BVR 1-hop. However since SDV can be updated
incrementally after the initial setup, its amortized owad
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2000

routing state per node (Byte)

routing state per node (# of entries)

o oL over the long run is reduced. In terms of the number of packets
® numberofbeaconsk . O X mberoibescons k. S4 is less than twice of the BVR 1-hop whé&h> v/N. Note
(a) # bytes (b) # routing table entries that the number of packets in S4 can be reduced by grouping
Fig. 4. Routing state comparison, where the errorbars shewhenk = SDV packets. On the other hand, BVR demands large packet
VN, the routing state in S4 is half of routing state in BVR. size when the number of beacons is large, and large packets

Routing state: Figure 4 compares routing state per node undgpgld be folr_ciclj t(I)' Skp“t in order to achieve high delivenesat
the three routing protocols. The routing state in S4 includ&!der unretiable finks.
route entries for beacon nodes and for nodes within loc_.%%<incrementai ov f

150

-e-incremental DV
~-oblivious DV

0
3 £
—-+beacon flooding 7

clusters, whereas the routing state in BVR are determined g || 2ovous bV
. . 400 J
the number of neighbors and the length of their beacon v&ct
K. 2 We make the following observations. First, in BVR thes
average routing table size proportionally increases wlith t.§2 °
number of beacons, while the number of entries remains clc® o o
to the number of neighbors. In comparison, the routing state ~ ° %%, 5. 0 02 ° Miuepercent > %7
S4 first decreases and then slightly increases with the numbe (a) # bytes (b) # packets
of beacon nodes. The routing state in S4 reaches minimum far o
K =~ +/N since it gives a good balance between global routinganges
state (for beacon nodes) and local routing state (for nadles i To evaluate the overhead of incremental SDV in S4, we
the ClUSterS). These trends also hold for maximum rOUtiﬂgESt rand0m|y select non-beacon nodes to fail between two con-
in BVR and S4. Second, recall that to achieve a relativegécutive routing updates to create topo|ogy Changes_ THrere
small transmission stretch, 56 beacon nodes are requirechiiy ways of updating the routing state after the initial roun
BVR. In this case, the average and maximum routing stad@her incrementally update based on the current routiatg st
in BVR is twice or more than those of S4. Third, BVR 2incremental DV), or builds new routing tables startingnfro
hop has significantly higher upper bound of routing state thacratch (regular DV). As shown in Figure 6, when the number
BVR 1-hop due to the requirement of holding 2-hop neighbeft node failures is small(g., within 5%), incremental routing
information. updates incur lower overhead. Since the typical number of
Control traffic: Figure 5 shows initial control traffic for node failures between consecutive routing updates isylitcel
setting up routing state. The bandwidth overhead of BVR be low, incremental routing updates are useful in real netsvo
hop increases linearly with the number of beacons, because

100

50

traffic per node (# of packets)

Control traffic overhead of updating routing states da topology

the main overhead is the beacon flooding messages. In BVR 3000 — £ 4000 —
2-hop, other than beacon flooding, the control traffic also gzso 2BVR 1hop| & #BVR 1 hop
. . . . = =+BVR 2 hop|| £ 3000 =*BVR 2 hop)
includes the overhead of fetching 2-hop neighbor coordmat 200 5
for the required nodes. We can see the overhead of on- giso £ 2000
demand 2-hop neighbor acquisition is significant, which is a € 100 I

. . . . = €1
big disadvantage of BVR 2-hop even though its routing sttretc £ 500 38
is Iowerthan BVR 1—hop. In S4, control Frafflc includes beaco 5T T w0 e i b % s i s @ io
flooding and SDV. ASK increases, the size of the local cluster number of beacons K 8 number of beacons K

(a) Location directory setup traffic (b) Overall control traffic

2The size of a routing table entry in S4 is 5-byte long in our implemesatThe . ) .
routing state of BVR is estimated based on the relevant data structures fotmedBVR Fig. 7. Control traffic _overhead comparison i i

implementation code. The control traffic to set up the routing table is not the only



overhead. The source should be able to lookup the locatithe median transmission stretches of S4 and BVR are 1.00 and
information of the destination. Therefore, each node ghoul.04, respectively. They are both insensitive to the olestac
store its location to a directory during the setup phase. WWAowever, as shown in Figure 8, the 95th percentile of the
study such directory setup overhead by using the locatitnansmission stretches of S4 and BVR are quite different: S4
directory scheme described in IlI-F: each nadperiodically has a constant 95th percentile stretch around 1.2 regardles
publishes its location to a beacon nddeby using a consistent the existence of obstacles, while the transmission stretch
hashing mechanisnb, then sends a confirmation backd#df BVR increases with the number of the obstacles and the length
the publishing is successful. We simulate the initial dioeg of the obstacles. For example, when there are 75 obstacles
setup overhead, in which every node publishes its locattonwith length 2.5 times of the transmission range, 12.9% of the
the distributed directory. The results are shown in Figurelinks are blocked by them. As a result, the 95th percentile
(a), and they include traffic to and from beacon nodes ftnransmission stretch of BVR increases up to 7.9 due to the
publishing the locations. S4 has the following three advges irregular topology, while the stretch of S4 stays around 1.2
over the BVR. First, the size of location information in S4This is because S4’s worst-case routing stretch guarastee i
is significantly smaller than that of BVR, because in BVR @dependent of network topologies.
node’s coordinate is proportional to the number of beacons,3) Summary: Our evaluation shows that S4 provides a
while in S4 a node’s coordinate is its closest beacon IBorst-case routing stretch of 3 and an average routingchtret
Second, the transmission stretch of BVR is higher than thataround 1.1 - 1.2 in all evaluation scenarios. WHeén= N
S4. Therefore, it incurs more traffic in routing a confirmatio(a favorable operating point for both S4 and BVR), S4
packet from the beacon node back to the node publishihgs significantly smaller routing state than BVR. While the
its location. Third, it is more likely that a node changes itmitial route setup traffic in S4 is higher than that of BVR,
coordinates in BVR than it changes its closest beacon dime to its compact location representation, its total abntr
S4. Therefore, S4 incurs a lower overhead in setting up atrdffic including location setup is still comparable to thdt
maintaining the location directory. BVR. Furthermore S4 can efficiently adapt to small topology
Figure 7(b) shows the overall traffic overhead incurred ichanges using incremental routing update. Finally, BVR 1-
setting up both routing state and directory. We observe thadp is more scalable than BVR 2-hop due to its lower control
compared with both variants of BVR, S4 has smaller overahaffic and routing state. So in the following evaluation, we
control traffic, including traffic in setting up both routedan only consider BVR 1-hop as a baseline comparison.
location directory.

Per data packet header overhead:Aside from the control V. TOSSIM EVALUATION

traffiC, routing prOtOCO|S also have overhead in the dat&@ac We have imp|emented a prototype of S4 in nesC |anguage
headers. The overhead of S4 includes the closest beacon IB{0TinyOS [10]. The implementation can be directly usechbot
the deStiI’latiOI’l al’ld |tS distance. For BVR, the OVerheadlmairih TOSSIM Simu'ator [19] and on rea| sensor motes. In th|s
depends on the number of routing beacdtis. The packet section, we evaluate the performance of S4 using extensive
header of BVR includes dz-long destination coordinate, TOSSIM packet-level simulations. By taking into account of
which has at leasflog, (,;* )] bits indicating which/ » nodes actual packet transmissions, collisions, and losses, T@SS
are chosen out of the tot& beacons as the routing beaconsimulation results are more realistic.

for the destination. For example, a rough estimation sugges Qur evaluation considers a wide range of scenarios by
that with K = 56 and Kz = 10, BVR requires 15-byte packetyarying the number of beacon nodes, network sizes, network
headers, which is significant compared to the default packfinsities, link loss rates, and traffic demands. More specif
payload size of 29 bytes in mica2 motes, while S4 only tak@sally, we consider two types of network densities: a high

3 bytes in the packet header. density with an average node degree of 16.6 and a low density
with an average node degree of 7.6. We use both lossless links
o oo ez s and lossy links that are generatedliyssyBuilder in TOSSIM.
R oo oz 2] Note that even when links are lossless, packets are stjsub

to collision losses. In addition, we examine two types dfita

a single flow and 5 concurrent flows. The request rate is one
flow per second for single-flow traffic, and 5 flows per second
for 5-flow traffic. The simulation lasts for 1000 seconds. I$® t

Ny W A o N ®

95th percentile transmission stretch

—— total number of routing requests is 1000 for single-flowficaf

. o number ofobsacles _ and 5000 for 5-flow traffic. We compare S4 with BVR, whose
Fig. 8. Transmission stretch comparison between S4 and BUiRipresence implementation is available from the public CVS repository
of obstacles. of TinyOS

2) Under obstacles.: We now study the performance of
S4 and BVR in the presence of obstacles using the same )
methodology as in [5]. The obstacles are modeled as hoakorft: Routing Performance
or vertical walls, which completely block wireless signals First we compare S4 with BVR under stable network
(They do not reflect wireless signals.) We vary the numbeonditions. To reach stable network conditions, we let each
and length of those randomly placed obstacles. We find thaide periodically broadcast RBDV and SDV packets every



Single Flow, Lossless Links 5 Flows, Lossy Links

10 seconds. Data traffic is injected into the network onl * e 18
after route setup is finished. BVR uses scoped flooding aft ., \ggmﬁgggz‘:ﬁ i
a packet falls back to the beacon closest to the destinati S ' S vhibto]
and greedy forwarding still fails, whereas S4 uses the di Y et AD oy
tance guided failure recovery scheme to recover failures. - T
make a fair comparison, in both BVR and S4 beacon nod ..
periodically broadcast and build spanning trees, and RBDV . ——————
turned off in S4. ® % Numberof Bosgons “ Nurager of Bescons

1) Varying the number of beacons: We vary the number of  (a) Lossless links w/ 1 flow (b) Lossy links w/ 5 flows

beacon nodes from 16 to 40 while fixing the total number @fg. 10. Compare routing stretch under different numbers afcoes,
nodes to 1000. network densities, and traffic patterns.
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Routing success rateWe study 4 configurations: a single flow ) .

with lossless links, a single flow with lossy links, 5 flows kit WOrst routing stretch (not shown) is 8.

lossless links, and 5 flows with lossy links. In the interefst dransmission Stretch: As shown in Figure 11(a), the trans-
space, Figure 9 only shows the results of the first and |gBtssion stretch of S4 is close to its routing stretch, while t
configurations. “HD” and “LD” curves represent results unddransmission stretch of BVR is much larger than its routing

high and low network densities, respectively. stretch due to its scoped flooding, which lets all nodes withi
the flooding scope perform transmission and significantly
L DnoleFlow Lossless dnks . 5 Flows, Lossy Links increases transmission stretch. Figure 11(b) shows CDF of
099 os ’/*—/—*— transmission stretches under 32 beacon nodes. We obsatve th
osel | SiHD-Lossess o the worst-case transmission stretch in S4 is 3, and moskof th
2051 | G oD Lo e —— packets have transmission stretch very close to 1.
a o 0. —— I-LD-Loss!
§ 0.96) § ! +:¢RL—DHE§—Lony
a 2T —- BVR-LD-Lossy Single Flow, Lossless Links Single Flow, Lossless Links
0.95| 3.5 1 -
——BVR-LD-Lossless '7
.04 05 %r —B~BVR-HD-Lossless|
& 3] ~E- S4-HD-Lossless 0.8 “3=
0. 04 ——S4-LD-Lossless W

15 20 35 40 15 20 35 40

25 3 25
Number of Beacons Number of Beacons

Transmission Stretch

(a) Lossless links w/ 1 flow (b) Lossy links w/ 5 flows , 504
- . . 41
Fig. 9. Compare routing success under different numbers apsanetwork | e
densities and traffic patterns. 15 vy
- EVR-HD-Lossles
. . . [ O, S e —’ { -HD-Lossless|
~ We make the following observations. First, under lossles 1= N = 5 s !
links with 1 flow, S4 always achieves 100% success rate. ui umeer ofeacons Transmission Steteh

comparison, BVR achieves close to 100% success only i@ Average transmission stretch (b) CDF of transmission stretch
high-density networks, but its success rate reduces to 95 1. Transmission streich comparison

under low network density with 16 beacons. Why does BVRontrol traffic overhead: Compared with BVR, S4 intro-

not provide delivery guarantee even under perfect changglces extra control traffic of SDV to construct routing table

condition? The reason is that, scoped flooding is invokeet affor |ocal clusters. To evaluate this overhead, we count the

a packet is stuck at the fallback beacon, and scoped floodiggrage control traffic (in bytes and number of packets) that

could cause packet collisions and reduce packet delivéey raeach node generates under lossless links and a single flow.
Second, under lossy links with 5 flows, packet losses apge separate the global beacon traffic and local SDV traffic.

common, and the performance of both S4 and BVR degradgse results are shown in Figure 12. Note that beacon traffic
Nevertheless, S4 still achieves around 95% routing suceé&ss gverhead is the same for both S4 and BVR.

in high-density networks, while success rate of BVR drops

drama’uca”y The |arge drop |n BVR |S because |tS SCOpE 50 Single Flow, Lossless Links . Single Flow, Lossless Links ]
. . . . —+— Beacon-HD-Lossless| —+— Beacon-HD-Lossless|

flooding uses broadcast packets, which have no reliabili aAm\ﬁé’Z;;ZZtSiiiizess 70 O DV-HD-lossess /

support from MAC layer; in comparison, data packets ar gzzz Q- DVLD-Lossless 0 0~ DV-LD-Lossless

@
S

transmitted in unicast under S4, and benefit from link laye
retransmissions. Third, the success rate is lowest under lo
density networks, with lossy links and 5 flows. Even in thit § s
case S4 achieves 70% - 80% success rate, while the succ *°
rate of BVR is reduced to below 50%. s E

2 umberotsescons % Numerof Beacons
Routing stretch: Figure 10 compares the average routing  (a) Control traffic in Bytes (b) Control traffic in packets
stretch of S4 and BVR. The average routing stretch is corfig. 12. Control traffic overhead under different numbers e&dons and
puted only for the packets that have been successfully-delfftwork densities
ered. Although the worst stretch of S4 is 3, its averagedtret We can see that when the number of beacons is small, the
is only around 1.1 - 1.2 in all cases. In comparison, BVR h&DV traffic dominates, since the cluster sizes are relativel
significantly larger routing stretch: its average routitigeteh large in such case. As the number of beacons increases, the
is 1.2 - 1.4 for 1 flow, and 1.4 - 1.7 for 5 flows. Moreover itamount of SDV traffic decreases significantly. In particular
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max S4 state (B) | max BVR state (B) | max S4 routing entries|

when there are 32 beacons (/1000), the amount of SDV HD | 680 960 136
traffic is comparable to the amount of global beacon traffic. L -2 L 15 920 143
Moreover, if we include control traffic for setting up loaati TABLE |

directory, the total control traffic in S4 would be compagbl MAXIMUM ROUTING STATE OF S4AND BVR
to that of BVR, as shown in Figure 7.

Routing state: We compare routing state of S4 and BVR as

follows. For S4, the routing state consists of a beaconmgutishows non-beacon node load. We observe that in S4 both
table and a local cluster table. For BVR, the routing stafgeacon nodes and non-beacon nodes experience lower load
consists of a beacon routing table and a neighbor coordinét@n those nodes in BVR. This is due to lower routing stretch
table. We first compare the total amount of routing state &nd transmission stretch in S4. In addition, we observeithat

bytes between S4 and BVR. S4, the beacon load is within a factor of 1.5-2 of non-beacon
load, which means the load is reasonably balanced among
900 Single Flow, Lossy Links . Single Fiow, High Density, Lossy Links beacon and non-beacon nodes. Similar results are observed

—¥— S4: cluster table H H
T BVR: cacrdinate table under single flow traffic.
~#— S4: beacon table

—#BVR: beacon table

800
700

5 Flows, Lossless Links 5 Flows, Lossless Links
400 300

—+—S4-HD-Lossless —+— S4-HD-Lossless
~©-BVR-HD-Lossless| 250] ~©- BVR-HD-Lossless|
—B-S4-LD-Lossless —B-S4-LD-Lossless

—©—BVR-LD-Lossless —O—BVR-LD-Lossless
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Number of Beacons Number of Beacons
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§ 100 - =

(a) Average routing state (b) number of routing table entries : '

. . . . 50
Fig. 13. Routing state comparison under different numberseatons and B et B M 10 e e D
network densities with lossy links (single flow)

@
=3
=)

=}
S
*
w
&
S

*
ef
W
=}
S}

Routing State (Bytes)

@ A oa
S
S
Number of entries
I
S

—¥— S4-HD-Lossy
¥~ BVR-HD-Lossy|
100 ~#—S4-LD-Lossy
—— BVR-LD-Lossy

N
a
S

N
=}
IS}

1
15 20 30 35 40 15 20 35 40

.
@
S

Beacon Load (Packets)
13

. . (a) Beacon load (b) Non-beacon load

Figure 13(a) ShOW_S the averag? routmg state over all ”Oq%: 14. Node load of data traffic under different numbers aidoms and
We make the following observations. First, network densiiyetwork densities with lossless Links (5 flows)
has little impact on the routing state of S4, but has large
impact on BVR. This is because in S4 the local cluster sizes2) Varying network size: We also evaluate the performance
are not sensitive to network density (when density increasand scalability of S4 when the network size changes from 100
the scope tends to decrease), while in BVR each node stoi@2000. In both S4 and BVR, for a network 8f nodes, we
the coordinates of its neighbors and its routing state asge selectK ~ /N nodes as beacon nodes for fair comparison.
with density. Second, the amount of routing state in BV the interest of space, we only present results underdsssl
increases with the number of beacons. In comparison, SHitks and a single flow.
routing state does not necessarily increase with the numb~=" Single Flow, Lossless Links . Single Fiow, Lossless Links
of beacons, since increasing the number of beacons reduc R
the local cluster size. Third, when the number of beacons .°®
32 (= +/1000) or above, the routing state in S4 is less thar
BVR. Similar results have been observed in other TOSSIN

1000

800
4

600

3

Transmission Stretch
Routing State (Bytes)

configurations as well as MATLAB simulation results in 0 R beacon

Section V. 2 {\/\ 200 zgxien:cno;beaccn
Figure 13(b) further shows the number of entries in beaco ,Ebd——hotih—bh | —— e

routing table, local cluster table and neighbor coordinalde. umber of Nodes el

The beacon table curves of S4 and BVR overlap, since it is (a) Transmission stretch (b) Routing state

common for both. Note that although the coordinate tables fig. 15. Comparison under different network sizes
BVR have fewer entries than the cluster tables in S4, thé tota Figure 15(a) shows the average transmission stretch of S4

size of the coordinate tables are generally larger sincsit® anq BVR under different network sizes. The error bars repre-
of each coordinate table entry is proportional to the numbggn: 5. and 95- percentiles. S4 achieves smaller transmissi

of beacons. . _ stretches and smaller variations in the stretches. In BVR,
Table | shows maximum routing state of S4 and BVR undgfckets experience higher medium stretch and higher istretc
high density and low density. The maximum number of routinggiation due to greedy forwarding and scoped flooding.
entries is around 4.5 times af1000 (the expected average Figyre 15(b) shows the average routing state. For both S4
cluster size), but still an order of magnitude smaller thag,q ByR, the routing state tends to increase withy/N).
1000 (the flat routing table size) in shortest path routingsT This suggests both S4 and BVR are scalable with network
suggests that random beacon selection does a reasonally goas | particular, even when the network size is 4000,
job in limiting worst-case storage cost. majority of nodes can store the routing state in a small
Node load: Figure 14 shows the average number of packep®rtion of a 4KB RAM (the RAM size on Mica2 motes we
that each node transmits, under lossless links and 5-fldfictra experimented with). Moreover, S4 uses less routing stae th
Figure 14(a) shows the beacon node load, and Figure 14B)R when the number of beacon nodesyisV, because the



coordinate table size in BVR is linear to the number of beacdne success rate of routing data traffic. Since BVR does not

nodes. incrementally update routing state between rounds, to make
Success | routing transmission | control routing fair comparison, we disable incremental routing update in
rate stretch stretch traffic (B) | state (B) S4 and completely rely on DLF to recover failures. The
S4 1 1.07 1.08 96 158 f f S4 Id b bett if . tall
BYR T 0994120 131 76 >3 performance o would be even better if we incrementally
update routing states upon failures. We distinguish betwee
TABLE I beacon and non-beacon failures, and show the results under

PERFORMANCE COMPARISON INLOO-NODE NETWORKS lossless links and single flow traffic in comparison with BVR.

By default, scoped flooding is enabled in BVR.

Single Flow, Lossless Links Single Flow, Lossless Links

To further study the performance of S4 in smaller network 1 ‘R‘_‘\’\
we compare S4 and BVR in networks of 100 nodes. Due +

space limitation, we only include the results for the case
single flow traffic with lossless links. Table Il shows that ir
100-node networks S4 outperforms BVR in terms of routin IS - StwoiF
success rate, routing stretch, transmission stretch, @utthg 02 | o ool ~Er54wioDLF
state. S4 incurs more control overhead than BVR due ,

the extra SDV traffic, though its overall control traffic @ft %™ Numbor of Nonbeacons Kiled . © Nomber of Beacons Killd

including location directory setup traffic) is still compéte (a) Random non-beacon failures (b) Random beacon failures
to that of BVR.
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Fig. 17. Impact of DLF on success rate (1000 nodes, 32 beadons,
density)

B. Impact of RBDV Figure 17 shows that failure recovery can significantly
Next we evaluate resilient beacon distance vector (RBDMjcrease the success rate under both non-beacon and beacon
Again we use 1000-node networks. We turn off periodifailures. DLF in S4 is more effective than the scoped flooding
transmissions of beacon and SDV messages so that the faitedBVR for the following reasons. First, scoped flooding
transmissions of these messages have to be recovered ugisglts in packet collisions. Second, S4 uses unicast far da
RBDV but not using periodic beacon transmissions. This is aransmissions and benefits from link layer retransmissions
interesting scenario to consider because we want to mieimizhird, if some node between the beacon and destination fails
the frequency of periodic broadcasts while still achievingh DLF can recover such failures, while scoped flooding cannot.
delivery rate. Each beacon broadcasts once. Other nodes 1"~ Single Flow, Lossless Links Single Flow, Lossless Links
receive a beacon packet further broadcast it. Similarlyor n . ME“*E\.—,-_E\E_E,_E\
beacon node broadcasts its own scoped distance vector o, 7
A node further broadcasts a SDV only if it is inside the scop § o SiwioLE
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Fig. 16. Impact of RBDV on success rate (1000 nodes, low dgnsit Next we compute the average routing stretch over all

successfully delivered packets. As we expect, packetsggoin

We simulate for single-flow data traffic with lossless linksthrough failure recovery take longer than normal pathsrint
and compare the routing success rate between the case ®#in9!Y; @s shown in Figure 18, the average routing stristch
and without RBDV. In both cases, DLF is enabled. Pack@D!Y slightly higher than the case of no failure recoveryjckih
collisions are common when nodes broadcast beacon pack@gicates the robustness of S4.
or scoped distance vectors. As shown in Figure 16, without
RBDV, the success rate is around 90%. With RBDV, thp. Summary

success rate is improved to close to 100% because RBDVG, - tossiM evaluation further confirms that S4 is scal-
helps to improve accuracy of the routing tables.

able to large networks: the average routing state scalds wit

) O(v/N) in an N-node network. The average routing and

C. Impact of Node Failures transmission stretches in S4 are around 1.1-1.2. This & tru
We now evaluate the performance of S4 under node failur@®t only in lossless networks under single flow traffic, bsbal

In our evaluation, we first establish routes using SDV anthder lossy wireless medium, packet collisions arisingnfro

RBDV as usual. Then we randomly kill a certain numbemultiple flows, and significant failures. This demonstrdtest

of nodes after route initialization is completed and eviduaS4 is efficient and resilient. In comparison, the perforneanc



of BVR is sensitive to wireless channel condition. Even time period | # pkis per seq routing success rate
0-70.1 min 1 99.9%

under loss-free networks, it may not provide 100% delivery | 2451 . 130.2 min > 99 1%
guarantee due to possible packet collisions incurred ipesto
flooding. Its routing and transmission stretches also as®e
with wireless losses and failures.

TABLE Ill
ROUTING SUCCESS RATE IN THE42-NODE TESTBED

VI. TESTBEDEVALUATION .
A. Routing Performance

To demonstrate the feasibility of S4 in real wireless net-
works, we deploy the S4 prototype on a testbed ofdi2a2
motes with 915MHz radios on the fifth floor of ACES buildin

We randomly preselect 6 nodes out of 42 nodes as beacon
nodes for S4. The distance from any node to its closest beacon

) . : X at most 2 hops. After 10 minutes of booting up all the motes,
at UT Austin. While the testb_e_d is only moderate slze ar@e randomly select source and destination pairs to evaluate
cannot stress test the scalability of S4, it does allow us lt

Qutin erformance. The sources are selected from all 42
evaluate S4 under realistic radio characteristics andirisl gp

We adiust the t o t0 -17dBm f " ¢ rﬂotes and the destinations are selected from the 11 motes
€ aqus e. ransm|s§|on pc_)wer 0.' m. or all controf ot are connected to the Ethernet boards. All destinations
and data traffic to obtain an interesting multi-hop topolog

. . ¥iump the packet delivery confirmation through UART to the
With such a power level, the testbed has a network dlamege(r: for further analysis. For each routing request, unless th

of around 4 to 6 hops, depending on the wireless link qualitg()urce is connected to an Ethernet board, we choose the
11 motes are connected to the MIB600 Ethernet boards t %tteway mote that is the closest to the so'urce to forward

we use for logging information. They also serve as gatewdy command packet. The command packet is sent with the
nodes to forward commands and responses for the remainipd. ..\ um power level, and up to 5 retransmissions so that

31 battery-powered motes. the source is very likely to receive it. Upon receiving the
routing request, the source will send back a response packet
with the maximum power level and potential retransmissions
to acknowledge successful reception of the routing request
Each routing request is tagged with a unique sequence number
to make the operation idempotent. After the command traffic,
the data packet will be sent at a lower power level in order to
\ have an interesting multihop network topology.
: I OO N T sy We send routing requests at 1 packet per second for the
(a) topology snapshot (b) Link quality first 70 minutes (altogether 4210 packets), and then double
Fig. 19. Testbed measurement the sending rate thereafter for another 60 minutes (aleget
7701 packets). As shown in Table Ill, the routing success rat

Figure 19(a) shows a snapshot of the network topology. %99.1-99.9%, ar_1d consistent over time. This demonstthtes
measure packet delivery rates by sending broadcast packggllience of S4 in a real testbed.
on each mote one by one. Two motes have a link if the Next we use multiple constant bit rate (CBR) flows to
delivery rates on both directions are above 30%. Becau§érease the network load. In each multiple flow test, we
no two nodes will broadcast packets at the same time, tfghdomly pickn source destination pairs, and instrument the
measurement result is optimistic in the sense that chanfeHrces to send consecutive packets at the rate of 1 packet
contention and network congestion is not considered. TRE' s seconds. This is essentially havings random flows
average node degreess. We observe that a short geographi®€r second. The flows start after a predefined idle period to
distance between two motes does not necessarily leada@u®id potential collisions with the command traffic. We cheo
good link quality. Some of the links are very asymmetri¢ = 2, and test up to 6 concurrent flowisg(, nis up to 12). For
and their qualities vary dramatically over time. As shown igach experiment, we repeat it for 10 times. Figure 20(a)plot
Figure 19(b), some of the links are highly asymmetric ariie median routing success rates in different flow settifigs.
their qualities vary dramatically over time. For examplee t €rror bars indicate the best-case and worst-case routcugss!
link qualities between motes 4 and 31 fluctuate as time goes'igje- We see the median success rate gracefully degrades wit
and are quite asymmetric, while link qualities between mot&n increasing number of concurrent flows. Our log collected
1 and 15 are fairly stable to 100% delivery rate, until in th&om the gateway motes indicates that some of the failures ar
last one hour when they suddenly drop to almost 0%. SuéHe to the limitation of single forwarding buffer per nodec
link characteristics allow us to stress test the perforreanad failure happens when two or more flows try to concurrently
resilience of S4. route through the same node. Note that this is not a protocol

limitation in S4. We could remove many such failures by
3Unfortunately, we are unable to compare S4 against BVR inestbed. having a more complete implementation that supports nieltip

Current BVR implementation requires all motes have Ethernerdsocon- forwarding buffers.

nected to send and receive routing commands. However ouetestily has . . _ .
11 motes with Ethernet connections, which would make the atiamiless - inally we study the routing efficiency of S4. Note that it

interesting. is impossible to calculate the true routing stretch in a real

il
Ll
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Fig. 20. Experiments on the 42-node testbed

wireless network because the topology is always changingptes to kill one by one, and study the routing performance.
and the packet loss rates depend on the traffic pattern so W&t send one routing request per second for 50 minutes, alto-
the optimal routes are changing, too. Instead, we compare ggther generating 3000 packets. The source node is randomly
against thepseudo optimal hop count metric. The pseudo opti- selected from the current live nodes and the destination is
mal hop count of a route is defined as the shortest path lengtie of the gateway motes. Note that we do not start any SDV
in a snapshot of the network topology. In our experiment, weupdate or beacon broadcast after the initial setup stagelar o
use broadcast-based active measurement to obtain thegminto study the effectiveness of the failure recovery mechmanis
packet delivery rates before the routing test starts. Theetlg alone. As shown in Figure 20(d), in the first 30 minutes,
rates are averaged over 1-hour measurement period. Nate 8wen when 20 motes are Kkilled, including a beacon node,
the real optimal routes could be either better or worse th#éme routing success rate is still close to 100%. The routing
the pseudo optimal ones due to topology changes, and suecess rate starts to drop after 30 minutes, due to coogesti
delivery rates tend to be optimistic due to no packet caltisi at some bottleneck links. When the second beacon is killed, th
in the measurement. The routing tests follow the measuremeaetwork is partitioned and more routing failures are expect
within 30 minutes. We randomly select source and destinatidhe third major performance degradation occurs after all 31
pairs and send routing requests at 1 packet per second ffon-gateway motes are dead, which causes further network
5000 seconds. Then we change the number of beacons froantitions. These results show that S4 is resilient to fagu

6 to 3, and repeat the same test. The shortest paths from the

topology snapshot are computed offline. Figure 20(b) sho
that more than 95% of the routes are within 1-hop difference
from the pseudo Opuma' hops under 6 beacons. |nteresling|your evaluation in the 42 node testbed shows that S4 achieves
S4 sometimes achieves better performance than the psefi@e to 100% routing success rate in a normal condition
optimal scheme. This is because during the 5000-secoffih @ single flow. Meanwhile S4 degrades gracefully with an
routing experiment, S4 adapts to the change of topology gwreasing number of packet collisions (in multiple coment

that it can take advantages of new links and reduce pdtpws) and node failures.

lengths. The number of beacons also has both positive and

negative effects on routing performance. When fewer beacons VIl. CONCLUSION

are selected, the nodes tend to have larger routing tablkésiso We present S4 as a scalable routing protocol in large

more nodes can be reached via the shortest paths; howemreless networks to simultaneously minimize routing estat

thhavtlrt]r? fﬁ"\ll(er k;eactons f?llio leads to more_cc.)nttrol ttr.aﬁ'(i 2Ad routing stretch in both normal conditions and under node
at the fink estimator will have & more pessIMISUC estonat - aijyres, S4 incorporates a scoped distance vector

on link quality due to packet collision. Underestimatingkli protocol (SDV) for intra-cluster routing, a resilient beac

quality apparently hur_ts the routing performance. . distance vector protocol (RBDV) for inter-cluster routjramd

In the same experiment, we also study the routing st tance-guided local failure recovery (DLF) for achieyin
ber .node in S4. F_|gure 20(c) compares the numbers of _Iocfg ilience under failures and topology changes. S4 usel sma
routing taple entries used ynder 6 and 3 begcons. using, Rounts of routing state to achieve a worst-case routiegcstr
beagons yields smaIIer. rout|r]g tables. A node in 8.4 has '9%"1‘ 3 and an average routing stretch of close to 1. Evaluation
routing state towards its neighbor unless the neighbor 15,8105 a wide range of scenarios, using high-level and packe

beacon node. Therefore the number of routing entries at e | simulators, and real testoed deployment show that S4
node is generally larger than the number of its neighbors. jjé/hieves scalab’ility efficiency, and resilience

find that on average, when 6 beacons are used, the routing

table has only 3 more entries than a typical neighborhood

table, which suggests that the routing state in S4 is small. ACKNOWLEDGEMENT
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