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ABSTRACT
With the increasing popularity of handheld devices and wireless lo-
cal area networks (LANs), real-time applications such as Internet
telephony are poised to become ubiquitous. While there has been a
substantial amount of research on quality of service problems in the
Internet, most end-to-end bandwidth allocation approaches, such as
RSVP, have had limited success due to scalability and deployment
issues. Starting with the observation that reserving bandwidth in
the Internet backbone requires substantial infrastructure support,
but reserving bandwidth in the first hop does not, we only focus on
the first-hop reservation. We evaluate several first-hop allocation
schemes and determine their effectiveness in improving end-to-end
performance. Since utilization of the reserved first-hop bandwidth
depends on the remaining Internet path throughput, we character-
ize this throughput using traces collected from a popular Web site.
Our analysis shows that different clients experience widely differ-
ent throughputs, and that a significant portion of the clients receive
very low throughput (e.g. less than 20 Kbps). We then evaluate
several bandwidth allocation schemes for various congestion sce-
narios. Our results show that the scheme which takes into account
of both the application data rate and available Internet path band-
width yields the best performance. Moreover, the scheme performs
even better if it adapts to the changing path properties. We discuss
how path bandwidth can be measured without active probing, how
frequently it needs to be measured, and how this measurement is
incorporated into the first-hop bandwidth allocation algorithm.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design—Wireless communication; C.2.5 [Computer-
Communication Networks]: Local and Wide-Area Networks—
Internet

General Terms
Design, Measurement, Performance
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1. INTRODUCTION
The ubiquitous availability of the Internet combined with the

low cost of using it for long-distance voice and video communi-
cations has made IP telephony [8, 7] an attractive alternative to
traditional landline and cell-phone based communications. Today,
many commercial instant messaging products give users the ability
to make voice calls to other users anywhere in the world. Until re-
cently, end devices that allowed IP telephony were fairly cumber-
some, e.g., laptops and desktop computers equipped with speak-
ers and microphones. With the advent and growing popularity of
IEEE 802.11-based wireless LANs [17] and personal device assis-
tants (PDA) with embedded speakers, a microphone, and some-
times even a miniature camera, IP telephony has received a much
needed boost, becoming a serious competitor to cellular and wire-
less telephony.

However, all is not rosy: wireless LAN based IP-telephony has
some problems including bandwidth management in the wireless
hop. While the backbone networks in the Internet have become
faster, wireless technologies generally used in the first-hop are still
slow and can get congested in a public environment (e.g., a mall
or a conference) [2]. Consequently, for a wireless LAN based IP-
telephony product to be successful, it is important that the limited
first-hop bandwidth be managed efficiently. Stated differently, the
local network must guarantee a certain level of service quality (i.e.,
sufficient bandwidth) to the individual user while accommodating
a large number of users in the network.

In this paper, we focus on the problem of how to manage band-
width reservation in the first wireless hop when the remaining path
the application traverses uses the Internet best effort service. With
many enterprises moving towards wireless LAN connectivity and
upgrading their backbone networks to 100 Mbps and higher band-
widths, we feel it is important to focus on the wireless first-hop.
Specifically, we are interested in understanding if there is an ef-
ficient first-hop bandwidth reservation scheme, and the extent to
which the reservation in the first hop improves end-to-end perfor-
mance.

To answer these questions, we analyze the throughput of Inter-
net paths using traces collected at a popular Web site. Our analysis
shows that different clients experience widely different throughput,
and a significant portion of clients receive very low throughput (e.g.
less than 20 Kbps). This observation suggests that wireless band-
width allocation needs to take Internet path properties into account.

Next we study several first-hop bandwidth allocation schemes.
Using simulations we evaluate their performance under various con-
gestion scenarios. Our results show that the scheme that considers
both application data rate and the Internet bandwidth yields the best
performance. Moreover, the performance of this scheme can be im-
proved further by making it adaptive, i.e., the allocation varies ac-



Date Time # packets # clients
20 Dec. 2000 6:53 PM - 9:01 PM 100.0 million 134,475
24 Jan. 2001 10:08 AM - 11:21 AM 20.38 million 53,811

Table 1: Summary of the two traces analyzed in this paper.

cording to the changing Internet bandwidth. We also discuss how a
passive Internet bandwidth measurement mechanism can be incor-
porated into the allocation algorithm.

The rest of the paper is organized as follows. In Section 2, we
analyze throughput of Internet paths using packet level traces col-
lected at the microsoft.com Web site. In Section 3 we describe sev-
eral bandwidth management techniques. In Section 4, we evaluate
the performance of these bandwidth management schemes under
different congestion scenarios. We discuss implementation issues
in Section 5, and survey previous work in Section 6. We conclude
in Section 7.

2. MOTIVATION: THROUGHPUT OF IN-
TERNET PATHS

In this section, we motivate the need for performing bandwidth
allocation on the wireless first-hop based on the available Internet
throughput for the connection. We analyze the Internet through-
put by using packet level traces collected at the microsoft.com Web
site via the tcpdump tool. We captured the incoming and outgoing
Web traffic, software download traffic, and streaming media traffic.
Table 1 summarizes the two traces we analyze in this paper.

2.1 Throughput Distribution Across Clients
We begin by asking the question: how often is it the case that an

application which traverses the Internet is rate-limited by its Inter-
net path compared to its first wireless hop.

For each TCP connection in our traces, we compute the through-
put for every 50 Kbytes sent. That is, we filter out very short con-
nections, where throughput has not stabilized (e.g., the connection
is in the TCP slow start phase [13]). Figure 1 shows the CDF of the
average throughput experienced by all clients. Different clients ex-
perience widely different throughput, from 1 Kbps up to 10 Mbps.
It is evident that the Web server was not the bottleneck of the end-
to-end performance for most clients. Meanwhile it re-confirms the
fact that end-to-end performance varies significantly for different
hosts, as reported in [3]. In addition, 33.8% of the clients have
throughput less than 20 Kbps, i.e., less than stereo quality audio or
video encoding rate. This suggests that the Internet path can often
become a bottleneck for real-time applications. For example, if an
IP-based wireless phone call is made from a mall to an international
site or to a remote home user on a dialup-line, the local available
wireless bandwidth may be high but the end-to-end Internet path
bandwidth would be very low. This leads us to conclude that it
would be useful to consider congestion level of the Internet path
when making the bandwidth allocation decision in the first hop.
When the Internet path is congested, allocating a lower bandwidth
at the first hop would admit more connections without decreasing
quality of the existing connections.

2.2 Temporal Stability of Throughput
We now analyze the temporal stability of throughput. First, we

study how the throughput varies. For the entire period of a trace, we
compute the ratio between the maximum and minimum through-
put, and the ratio between the maximum and mean throughput seen
by each host. Figure 2 (a) and (b) plot the cumulative distribu-
tion of the corresponding ratios, respectively. As the figure shows,
when considering the variation between the maximum and mini-
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Figure 1: Cumulative distribution of average throughput to dif-
ferent hosts.
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Figure 2: Variation of Internet throughput seen by different
hosts.



mum throughput, around 70% of the hosts have throughput varia-
tion within a factor of 2, and around 80% of the hosts have through-
put variation within a factor of 4 during the trace period; when con-
sidering the variation between the maximum and mean throughput,
over 90% of the hosts have throughput variation within a factor of
2. These results are consistent with the previous studies, which
reported similar degree of stability [3, 21]. On the other hand,
throughput for some hosts vary by up to three orders of magnitude.

Next, we examine how long a client’s throughput remains stable.
We use the notion of operational throughput constancy introduced
in [21]. We say that the throughput remains operationally constant
in a region when the ratio between the maximum and minimum
observed values is less than a factor of �. Figure 3 shows the dis-
tribution of the size of the maximum steady regions when � varies
from 1.2 to 20 for the two traces. From Figure 3, we observe that
the bandwidth remains steady on the time scale of minutes.
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Figure 3: Cumulative distribution of operational constancy re-
gions when � varies from 1.2 to 20.

Note that since our throughput estimation is based on short Web
transfers, the stability region we are able to detect is limited by the
duration of a client’s browser session. In other words, we tend to
under-estimate the duration for which throughput remains stable.
For example, suppose a client’s bandwidth to the Web site is sta-
ble for several hours, but the client connects to the Web site for
3 minutes only, then the maximum stationarity period that can be
determined using the Web trace is 3 minutes.

Applying the heuristic described in [1], we find that 90% of the
sessions last less than 1000 seconds (i.e. around 16 minutes), where
a session refers to a sequence of requests initiated by a user with-
out prolonged pauses in-between. As a result, our analysis may be
conservatively biased towards shorter stability periods. However,

longer stability periods do not have a negative impact on the per-
formance of the bandwidth reservation schemes described in Sec-
tion 3. In any case, we can conclude that there exists several min-
utes of throughput stability. This observation suggests that we can
use past throughput information to guide future adaptation.

To summarize, our analysis shows that throughput varies widely
across clients on the Web site. Moreover, a significant portion of
clients experience low throughput. This occurs most likely due
to the slow dialup lines and international links, and implies that
it is useful to incorporate the Internet bandwidth information when
making bandwidth allocation decision at the first wireless hop. Fur-
thermore, as the previous studies showed, we also observe that
throughput remains stable on the time scale of minutes. This sug-
gests that we can use the past throughput to predict the future and
allocate bandwidth accordingly.

3. BANDWIDTH ALLOCATION
We now explore bandwidth allocation techniques that try to uti-

lize the available bandwidth as judiciously as possible. Our moti-
vation is that it is not efficient to reserve more wireless bandwidth
than what an application can use. An application may end up using
less wireless bandwidth than it specifies either because it generates
data at a slower rate or because the bottleneck is at other links (e.g.,
Internet path has lower available bandwidth). To address this issue,
we propose to passively monitor the throughput of applications.
For those applications that have significant reserved bandwidth left
unused, we adjust the allocated bandwidth according to their usage.

With this in mind, we consider the following reservation schemes:

1. No reservation: best effort.

2. R0: reserve at the rate that the source specifies. For CBR
(constant bit-rate) traffic , it is the actual data rate, and for
VBR (variable bit-rate) traffic, it is the average data rate, as-
suming the average data rate is available.

3. R1: reserve at min(s; f � I), where s is the rate specified
by the source, I is the throughput of the Internet path, and
f is a tolerance factor that takes into account of the error
in prediction of Internet path’s bandwidth. Note that R0 is
a special case of R1 in which f is 1. Unless otherwise
specified, we use f = 1.

4. R2: same as R1, except this scheme periodically re-adjusts
its allocation. We denote period as the time interval in which
allocation is re-adjusted. Unless otherwise specified, we use
f = 1, and period = 60 seconds.

4. PERFORMANCE EVALUATION
In this section, we use extensive simulations in the ns-2 network

simulator [16] to evaluate the performance of the different band-
width management schemes for the first wireless hop. We first
discuss our simulation methodology, and then present results for
various simulation scenarios.

4.1 Simulation Setup
For our simulation we use the network topology shown in Fig-

ure 4. An Internet path is modeled as a single link whose bandwidth
is equal to the throughput of the path. The senders employ TFRC, a
TCP-friendly congestion control scheme for real-time applications;
the receivers periodically report their perceived round-trip time and
loss rate back to the senders [10]. This information is used for rate
adaptation. In the reservation-based schemes, the bandwidth of the
first hop link between the sender and the wireless access point (AP)
is equal to the reservation rate honored by the AP. In the best effort



scheme, the bandwidth is set to 100 Mbps, since in this case the
throughput is only limited by the bandwidth of the physical link
between the source and access point, as well as the Internet path,
but not by the reservation rate (since there is no reservation in the
best effort case).

Sender 1

Sender 2

Sender n

Receiver 1

Receiver 2

Receiver n

 6 Mbps

B

Internet Path

A

Figure 4: Simulation topology.

4.2 Scenario 1: Congestion at the first wireless
hop

In this scenario we examine the case where congestion occurs
only at the first wireless hop, and the Internet paths have suffi-
cient bandwidth. In our simulation, we set the sender’s desired
audio packet rate to 48 Kbps. Figure 5 shows that initially when
the number of connections is small (fewer than 125), the average
throughput per connection is around 48 Kbps for all the schemes.
As the number of connections increases beyond the capacity the
first hop link, the performance of connections begins to degrade in
the best effort scheme, whereas all the reservation schemes are able
to sustain close to 48 Kbps throughput for the admitted connec-
tions. Of course, this performance comes at the expense of denying
additional connections. So we conclude that a reservation-based
scheme can effectively provide QoS when the congestion occurs in
the portion of the path over which it has control.
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Figure 5: Scenario 1: The desired sending rate of all sources is
48 Kbps, and all Internet paths have 1 Mbps.

4.3 Scenario 2: Congestion at the Internet
path

We now study the other extreme, where the congestion occurs on
the Internet path, over which the first-hop reservation has no con-
trol. As before, the desired sending rate is 48 Kbps. We set the
bandwidth of the Internet path to 24 Kbps. As Figure 6 shows,
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Figure 6: Scenario 2: The desired sending rate of all sources is
48 Kbps, and all Internet paths have only 24 Kbps bandwidth.



the quality of the admitted connections is similar across all the
schemes: all receiving around 24 Kbps, the bandwidth of the Inter-
net paths. On the other hand, the number of admitted connections
are the same for all the schemes, except for reservation scheme R0.
This is because R0 allocates 48 Kbps for each connection, even
though all the connections use less than that due to the congestion
at the Internet. Thus, R0 is sub-optimal since it results in unneces-
sarily denying connections. This is also evident from Figure 6(c),
where connections are denied even though the link is only half uti-
lized (3 Mbps out of 6 Mbps are used). Based on the results, we
can see that when congestion occurs in the portion of the paths over
which the reservation scheme has no control, reservation cannot
help improve QoS. A naive reservation scheme, such as R0, unnec-
essarily denies connections without improving the performance of
the admitted connections. However, the reservation schemes that
take into account of Internet congestion information, such as R1
and R2, yield similar performance as the best-effort scheme, all
out-performing R0.

4.4 Scenario 3: Congestion at both the Inter-
net and the first wireless hop

Let’s turn to the final scenario, where some connections are rate
limited by the Internet paths, and others are rate limited by the first
wireless hop.

4.4.1 Fixed Internet Bandwidth
In our first experiment, all sources send 48 Kbps audio packets

as before, and the bandwidth of an Internet path is randomly as-
signed to be either 24 Kbps or 96 Kbps. Figure 7 shows the results.
As we can see, initially when the wireless link is lightly loaded, all
the schemes perform similarly. As the number of connections in-
creases, R0 starts to deny connections, and some of them are denied
even though the link is not fully utilized as shown in Figure 7(c).
As the number of connections increases further and fully loads the
wireless link, R1 and R2 also start to deny connections. In contrast,
the best effort scheme does not deny any connections at the expense
of degrading the performance of existing connections.

In our second experiment, the sources send one of the following
audio packets: 16 Kbps, 24 Kbps, 32 Kbps, 48 Kbps. Figure 8
summarizes the results. We use normalized quality, along with the
number of admitted connections and utilization of links as our per-
formance metrics. We define the normalized quality as the ratio
between the actual throughput of the connection versus its desired
throughput. The results are similar as before: the schemes R1 and
R2 can both admit more connections than R0, while maintaining
similar quality. In comparison, the performance of best effort traf-
fic degrades significantly as the wireless link becomes congested.

4.4.2 Varying Internet Bandwidth
So far we have fixed the bandwidth of the Internet paths, and also

assumed that the senders have precise knowledge of the Internet
throughput. In the following experiments, we use the throughput in
the real Internet trace for our simulation. In particular, we randomly
pick hosts from the Dec. 2000 throughput trace, and assign their
perceived throughput to the bandwidth of the Internet paths in the
simulation topology. The bandwidth of the links vary according to
the trace. The schemes R1 and R2 estimate the initial throughput
for the Internet path as the average of the first twenty throughput
samples for the host. The desired sending rate of a source is either
one of the above five CBR rates, or the rate of the video traces we
collected, where Table 2 shows statistics of the video traces.

In our first experiment, connections arrive and depart accord-
ing to a Poisson distribution. The average connection duration is 8
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Figure 7: Scenario 3: The desired sending rate of all sources
is 48 Kbps, and Internet paths have either 24 Kbps or 96 Kbps
bandwidth.

Trace mean rate (Kbps) max rate (Kbps) min rate (Kbps)
1 37.50 125.52 5.66
2 16.85 97.84 0.22
3 46.95 136.01 19.80
4 37.52 100.02 4.77
5 37.52 88.51 14.23

Table 2: Statistics of the video traces used in the simulations.
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Figure 8: Scenario 3: The desired sending rate of a source is
one of the followings: 16 Kbps, 24 Kbps, 32 Kbps, 48 Kbps,
and 64 Kbps, and Internet paths have either 24 Kbps or 96
Kbps bandwidth.

minutes, corresponding to the average duration of a phone call [12],
which is one of our target applications. Figure 9(a) shows the num-
ber of connections admitted versus time, and Figure 9(b) shows
CDF of the normalized quality of admitted connections.

We make the following observations. First, reservation schemes
provide much better quality than the best effort scheme. For exam-
ple, the median normalized quality is 0.46 in the best effort case,
and is 0.88 when R0 is used.

Second, both R1 and R2 can achieve performance similar to that
of R0, while admitting more connections.

Third, by choosing different tolerance factor used in R1 and R2,
we can trade off the number of admitted connections for better
quality. For example, when tolerance factor is 1, more connec-
tions are admitted, but the performance is noticeably worse than
the case when the tolerance factor is 2. To account for error in
measurement and prediction of the Internet bandwidth, a tolerance
factor greater than 1 should be used. This also makes it possible
to increase allocation at the wireless hop when congestion in the
Internet path gets alleviated. In contrast, when the tolerance factor
is 1, the bandwidth allocation can only decrease since the connec-
tion cannot send more than what has been initially allocated at the
wireless hop. In our simulations, we find that a tolerance factor in
the range (1; 2] provides a good tradeoff between the number of
admitted connections and their quality.

Finally, the non-adaptive scheme performs slightly worse than
the adaptive scheme on average, except when the tolerance factor
equals to 1. (When the tolerance factor is equal to 1, the adap-
tive scheme can only reduce its allocation during the session, and
possibly decrease the quality of the connection.) Simulations us-
ing other adaptation periods ranging from 5 seconds to 10 minutes
yield comparable performance. This suggests that in many cases
the Internet throughput does not fluctuate so quickly that necessi-
tates fine-grained adaptation, and adaptation on the time scale of
minutes is sufficient.

On the other hand, for those hosts that do experience large fluc-
tuations in throughput, the non-adaptive schemes perform poorly.
In comparison, the adaptive scheme helps to improve throughput of
such hosts by over 40%. (Note that when congestion on an Internet
path is alleviated in the middle of a session, it is possible that the
wireless link is already fully loaded. In that case, we do not increase
wireless bandwidth allocation for that connection.) In addition, the
adaptive schemes eliminate the need to pro-actively measure the
network throughput. Instead we only need to passively monitor ex-
isting connections and adapt bandwidth allocation according to the
throughput they have seen recently. Thus, we not only avoid the
probing overhead, but also reduce the setup latency that is incurred
in R1, since R1 measures the throughput before allocating band-
width whenever it lacks recent information about the bandwidth to
the destination host.

We conduct a second experiment in which the duration of all con-
nections is fixed at 1 hour. Figure 10(a) shows the number of admit-
ted connections versus the number of incoming connections, and
Figure 10(b) and (c) show the CDF of the normalized quality of ad-
mitted connections when the number of incoming connections are
300 and 400, respectively. The results are qualitatively the same as
above. Notice that even when the connection duration is increased
to one hour, most connections achieve similar performance regard-
less of whether adaptation of bandwidth allocation occurs during
the session or not. On the other hand, adaptation helps increase
some connections’ normalized quality by up to 73%.
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Figure 9: Scenario 3: The desired sending rate of a source is
any of the above five audio packet rates or the trace-based video
traffic rate; and the bandwidth of the Internet paths are as-
signed according to the Dec. 20, 2000 packet trace. Connection
duration is exponentially distributed with average of 8 minutes.

5. IMPLEMENTATION ISSUES
We now briefly discuss how one would implement a first-hop

bandwidth allocation scheme. The bandwidth allocation scheme
is essentially made up of two components: an Access Server and
an Allocation Server. The Allocation server monitors the Internet
throughput periodically, and re-adjusts the reservation accordingly;
and the Access Server polices users as appropriate.

Figure 11 illustrates the three different ways in which a network
designer might consider implementing the schemes described in
this paper. Option 1 is to implement the Allocation Server in the
network, and implement the Access Server in the client; option 2
is to implement both servers in the wireless AP; and option 3 is to
implement them on a computer acting as a gateway between the
wireless subnet and the rest of the network. Options 2 and 3 are
similar in flavor. In both cases, the Allocation Server accepts client
requests and reserves wireless bandwidth for the first hop.

In option 1, the monitoring and policing mechanism are built into
the client. A piece of software residing inside the client QoS sched-
uler monitors the end-to-end bandwidth, and re-adjusts its reserva-
tion with the network accordingly. As a result, option 1 requires
that the clients sharing an access point behave in a cooperative fash-
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0

10

20

30

40

50

60

70

80

90

100

0 0.2 0.4 0.6 0.8 1

Pe
rc

en
ta

ge
 o

f 
co

nn
ec

tio
ns

Normalized quality

TFRC with no reservation
TFRC with R0
TFRC with R1: f=1.2
TFRC with R1: f=1.5
TFRC with R1: f=2
TFRC with R2: f=1.2
TFRC with R2: f=1.5
TFRC with R2: f=2

(c) CDF of admitted connections’ normalized quality (Conn = 400).

Figure 10: Scenario 3: Same as Figure 9 except that the dura-
tion of all connections is fixed to be 1 hour, where Conn is the
number of incoming connections.
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ion (i.e., they are not malicious). In contrast, options 2 and 3 do
not require clients cooperation. On the other hand, option 1 has
the advantage that it is easier to upgrade client software (e.g., by a
software patch download) than to upgrade the firmware of wireless
access points.

6. RELATED WORK
There are several studies on characterizing Internet path proper-

ties. For example, Balakrishnan et al. [3] used the 1996 Olympic
Games Web traces to analyze the spatial and temporal stability of
TCP throughput. The authors reported that throughput to a client
tends to remain stable (i.e., within a factor of 2) for many tens of
minutes. Zhang et al. [21] studied the stability of Internet path
properties using traces collected from the NIMI infrastructure. As
in [3], they observed that throughput remained stable on the time
scales of minutes. Our trace analysis complements the existing
studies, and reports similar degree of temporal stability in through-
put.

In the past decade, there has been significant research work on
admission control, and many protocols have been proposed. For
example, Zhang et al. [20] proposed RSVP, a signaling protocol to
reserve resources at all the routers along the path. While RSVP
provides guaranteed quality of service (i.e., integrated service), it
has significant scalability problems, and has not been widely de-
ployed in today’s Internet. Instead of providing such a hard per-
formance guarantee, several measurement-based admission control
algorithms [11, 14, 6, 9] have been proposed to provide a soft guar-
antee. Allowing occasional performance degradation enables more
efficient utilization of network resources while still providing ac-
ceptable service.

There have been several recent proposals on endpoint admission
control that use the differentiated service at the backbone and add
control algorithms at the endpoints to provide real-time services.
Breslau et al. [5] gave an extensive evaluation of these schemes.

Like endpoint admission control schemes, we also perform admis-
sion control using passive measurement at or close to the sender
(i.e., at the wireless access point). However, our work differs in
that we consider the case in which backbone only provides best-
effort service, not even the services provided by DiffServ (as a re-
sult, we provide weaker QoS guarantees). While the reservation
schemes we study cannot provide hard QoS guarantees (since part
of the network path has no QoS support), we show that their abil-
ity in providing better end-to-end performance and their efficiency
in utilizing the link can be enhanced by incorporating the Internet
congestion information.

Most wireless QoS work has focused on the MAC layer. For
example, IEEE 802.11e adds QoS support to the existing 802.11b
and 802.11a standards. Tandagopal et al. [15] investigated tech-
niques to achieve MAC layer fairness in shared channel wireless
networks. Viadya et al. [18] proposed a distributed algorithm for
fair scheduling in a wireless LAN. In [4], the authors extended the
802.11 Distributed Coordination Function (DCF) to provide service
differentiation for delay sensitive and best-effort traffic.

Subnet Bandwidth Manager [19] is a a signaling protocol for
RSVP-based admission control over IEEE 802-style networks. It
can potentially incorporate the bandwidth allocation techniques dis-
cussed in this paper.

7. CONCLUSION
With the lack of infrastructure support for both Integrated Ser-

vices and Differential Services in today’s Internet, providing appli-
cations with a better quality of service is an interesting and chal-
lenging problem. In this paper, we studied several bandwidth al-
location techniques for managing bandwidth in the first wireless
hop. We have shown how these schemes perform for various traffic
conditions. Our results show that schemes that incorporate Inter-
net path characteristics perform the best. Furthermore, the scheme
that adapts to changing path bandwidth yields even better perfor-
mance. Such an adaptive scheme also has a desirable property that
it measures Internet bandwidth without active probing. With the
growing popularity of hand-held devices and wireless LANs, pro-
viding good network serve guarantees for real-time traffic such as
IP-based audio/video telephony will become important, and first-
hop reservation schemes are a step towards that goal.
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