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Since executing a smart contract on the Ethereum blockchain costs money (measured in a unit called gas), smart contract developers spend significant effort in reducing gas usage. In this paper, we propose a new technique for reducing the gas usage of smart contracts by changing the underlying data layout. Given a smart contract \( \mathcal{P} \) and a type-level transformation, our method automatically synthesizes a new contract \( \mathcal{P}' \) that is functionally equivalent to \( \mathcal{P} \). Our approach provides a convenient DSL for expressing data type refactorings and employs program synthesis to generate the new version of the contract. We have implemented our approach in a tool called Solidare and demonstrate its capabilities on real-world smart contracts from Etherscan. In particular, we show that our approach is effective at automating the desired data layout transformation and that it is useful for reducing gas usage.
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1 INTRODUCTION

Smart contracts are programs that run on the blockchain and programmatically enforce contracts between multiple parties. Since many blockchains (e.g., Ethereum) need miners to perform computation and pay miners a fee in return, executing a smart contract requires an amount of money (measured in gas) that is proportional to its computational cost. Thus, smart contract developers typically invest significant effort in optimizing their code and making it as gas-efficient as possible. Motivated by this problem, there has been recent interest in optimization techniques for reducing the gas usage of smart contracts, including bytecode superoptimization [Albert et al. 2020a,b; Nagele and Schett 2020] and anti-pattern detection [Chen et al. 2017, 2018]. However, reducing the gas usage of some contracts actually requires making significant changes to the underlying data layout, a problem that is not addressed by any prior work.

To gain some intuition about optimizations related to data layout, consider the two implementations of the CreditDAO contract in Figure 1. Here, the contract on the left uses a struct called Election that contains information relevant to an election, such as candidates and their votes. On the other hand, the contract on the right implements the same functionality using different structs. By refactoring the data types in this manner and changing the implementation accordingly, the gas usage of the CreditDao contract can be reduced by approximately 30%. However, in order to obtain such gas savings, developers need to experiment with different layouts, which requires not only changing the data structures but also re-implementing significant parts of the contract code.

Motivated by this observation, this paper presents a new technique, and its implementation in a tool called Solidare, for automating such data structure refactoring tasks in smart contracts. Given the source code of a smart contract (implemented in Solidity) and a desired data type refactoring operation, our method automatically generates a functionally equivalent contract that uses the refactored data types. Using our proposed approach, smart contract developers can quickly try out many different data representations and measure the corresponding gas usage. Thus, Solidare allows developers to evaluate many different data representations without having to re-implement their smart contract.
To automate such data type refactoring tasks, SOLIDARE employs three new ideas:

(1) First, SOLIDARE provides a domain-specific language (DSL) for specifying type-level transformations that are useful for reducing gas usage in smart contracts. While such transformations may require significant changes to the contract’s underlying implementation, they can be expressed in just a few lines of code in this DSL.

(2) Second, SOLIDARE automatically generates a contract sketch based on the user-provided DSL program. Such a sketch encodes a space of well-typed contract implementations that are consistent with the specified refactoring.

(3) Third, SOLIDARE uses a novel optimal program synthesis technique to find a completion of the sketch that is both equivalent to the original contract and that minimizes gas usage (with respect to a proxy cost model) under the specified refactoring. In particular, SOLIDARE tackles this challenging optimal synthesis problem through reduction to maximum satisfiability (MaxSAT).

Since SOLIDARE can automatically generate an equivalent and gas-efficient code for a specified refactoring, it allows programmers to efficiently experiment with many different layouts. Moreover, to reduce manual effort even further, SOLIDARE also incorporates an auto-tuner that tries to automatically find a good refactoring.

We have used SOLIDARE to automatically refactor data types in real-world smart contracts collected from Etherscan and show that our technique is useful for improving gas usage of many contracts. In particular, using SOLIDARE, we were able to reduce the gas usage of Solidity programs by up to 48.6%. We also compare our proposed optimal synthesis technique against a baseline that uses enumerative search and show that our proposed ideas are important for scaling this technique to real-world contracts.

In summary, this paper makes the following contributions:
We propose a technique for optimizing the gas usage of smart contracts using automated data type refactoring.

We propose a convenient domain-specific language for refactoring data types in Solidity programs.

We show how to generate contract sketches that encode all well-typed programs consistent with a given refactoring.

We present a novel optimal synthesis algorithm for automatically generating a functionally equivalent implementation that optimizes a quantitative gas usage metric.

We experimentally evaluate our technique on smart contracts adapted from Etherscan and show that our approach (a) can successfully automate data layout transformations and (b) is useful for reducing gas usage.

2 OVERVIEW

In this section, we illustrate our approach using the motivating example from Figure 1.

2.1 Usage Scenario

Consider a smart contract developer who wants to optimize the gas usage of the CreditDAO contract on the left side of Figure 1. As mentioned in Section 1, the gas usage of this contract can be significantly reduced by changing the data layout and refactoring some of the fields in the original Election struct into two new structs called Count and Candidate. However, as is evident by the "diff" between the two CreditDAO versions in Figure 1, this type-level refactoring requires making changes to the code.

Smart contract developers can use our tool, SOLIDARE, to automatically derive the CreditDAO implementation on the right of Figure 1 from its original version on the left. To use SOLIDARE, the developer needs to provide the desired type-level refactoring as a simple program in the SOLIDARE DSL. For instance, in our running example, the desired data representation can be obtained from the original one by (1) moving some of the fields in the Election struct to a new struct called Count, and (2) introducing a new struct called Participant that has two boolean fields. This type-level transformation can be specified using the following program in SOLIDARE's DSL:

\[
\text{Election, Count} = \text{SPLIT(Election, 5)}; \\
\text{Participant} = \text{WRAP(bool, bool)}; 
\]

Here, the first line tells SOLIDARE to split the Election struct into two separate structs called Election and Count with the first five fields remaining in Election. Next, the second line tells SOLIDARE to introduce a new struct called Participant with two boolean fields. Overall, this refactoring ends up reducing gas usage for the following reasons:

(1) First, since the fields maxVotes and idProcessed are not accessed as frequently as the other fields, placing them in a separate struct helps avoid unnecessary reads from the blockchain.

(2) Second, by introducing a new Participant struct with two booleans, we can merge the two mappings used in the Election struct into a single mapping. This transformation ends up being helpful because it reduces the number of read and write operations involving the blockchain.

Interestingly, both of these transformations are necessary for reducing the contract’s gas usage – i.e., each individual transformation on its own does not lead to noticeable gas savings. In practice, we found that the impact (in terms of gas usage) of a given transformation can be unintuitive. Thus, it is important to provide smart contract developers with tools that can help them quickly try out different data layouts and observe their impact on gas usage. SOLIDARE serves exactly this purpose:

In general, one may not want to wrap all instances of a type into a struct. To deal with such scenarios, SOLIDARE provides a typedef mechanism for creating type aliases, so users can specify which instances of the type they want to transform.
function finishElections(uint _iterations) {
    uint currentVotes; Election e; Count c;
    if (??1) e = ??2; if (??3) c = ??4; uint nextId = ??5;
    for (uint cnt = 0; cnt < _iterations; cnt++) {
        currentVotes = ??6;
        if (currentVotes > ??7) ??8 = currentVotes; }
}

Fig. 2. Contract sketch.

given a transformation expressed in SOLIDARE’s DSL, it automatically generates equivalent code using the new data types. Furthermore, using SOLIDARE’s auto-tuner, programmers can use our tool to automatically discover new data layouts that reduce gas usage for a given workload.

2.2 How SOLIDARE works

We now explain how SOLIDARE synthesizes a new program given the transformation from Eq. 1 and the original implementation.

Type declarations. First, SOLIDARE generates new data types based on the specified refactoring. For our example, it generates three structs Election, Count, and Participant shown in lines 1–16 on the right side of Figure 1. Beyond introducing new structs, observe that the candidates and userHasVoted fields inside the original Election struct have been merged into a single one in the new contract (line 4 on the right side of Figure 1).

Variable declarations. Next, SOLIDARE modifies and introduces variable declarations as necessary. For this example, it does not change the existing declarations in the contract but adds the following new variable:

    mapping(uint => Count) counts;

In particular, since two of the fields in the original Election struct have been moved to a new Count struct, we need to introduce a new mapping of type uint => Count to preserve all data present in the original elections mapping.

Code generation overview. Having transformed the data types and variables, our next step is to generate semantically equivalent code that uses the new data types. However, this problem turns out to be tricky both from a correctness and gas optimality perspective. To gain some intuition about why this is the case, consider the expression elections[nextIdx-1] that appears in the source program of Figure 1. Since the Election struct has been split into two, the elections mapping has now been replaced with two different mappings: elections and counts. So, how do we know what the right “translation” is for this expression? It could involve just elections or just counts, or possibly both (if fields from both split parts are accessed later on in the code). We could statically analyze the rest of the code to figure out a likely replacement for this expression, but given that static analysis is imperfect, there will always be some ambiguity. Furthermore, in practice, such correctness and efficiency issues become even more tricky for data type refactorings that introduce new references (e.g., by wrapping primitives into a struct) or eliminate references (e.g., by unwrapping a struct into multiple primitive types).

To deal with these problems, SOLIDARE utilizes optimal program synthesis to rewrite the code. In particular, it first generates a sketch whose completions are all well-typed with respect to the specified refactoring. Then, to ensure that the generated code is both correct and gas efficient, SOLIDARE searches for a sketch completion that is semantically equivalent to the original contract and that minimizes a quantitative objective that serves as a proxy for gas usage.

Sketch generation. SOLIDARE generates a contract sketch by analyzing one method at a time. In particular, SOLIDARE identifies all expressions whose types are affected by the data type refactoring,

In general, SOLIDARE uses generic names for freshly introduced variables; we refer to it as counts here for clarity.
replaces those expressions with holes, and, for each hole, it computes a \textit{domain} denoting all
expressions that can be used to fill that hole. Furthermore, if a statement \( s \) contains a hole, we
make \( s \) optional by introducing a boolean guard: the intuition is that some statements may become
redundant as a result of the type refactoring; thus, making these statements optional provides
valuable optimization opportunities.

For instance, for the \texttt{finishElections} procedure, \textsc{Solidare} produces the sketch shown in
Figure 2. Here, since the \texttt{Election} struct in the original contract has been split into two parts, we
\textit{may} need to introduce both an \texttt{Election} variable as well as one of type \texttt{Count}; hence, the first two
lines are guarded by a boolean indicating that these assignments may be optional. All other holes
(??5, ??6, ??7, ??8) denote expressions that have been potentially affected by the refactoring
and that may need to be rewritten.

\textbf{Sketch completion.} Once \textsc{Solidare} generates a sketch, it searches for a completion of the sketch
that is functionally equivalent to the original program. A \textit{completion} of the sketch is an assignment
from each hole in the sketch to a concrete program expression. \textsc{Solidare} encodes the space of all
possible sketch completions as a SAT formula such that every model of this formula corresponds
to a candidate solution. Then, \textsc{Solidare} performs synthesis by repeatedly sampling models of this
SAT formula, checking for equivalence, and adding blocking clauses to the SAT encoding.

Observe that, in general, there are multiple sketch completions that are functionally equivalent
to the original contract, but some of these are more gas-efficient than others. Since our goal is to
reduce gas usage, our method augments the SAT encoding with \textit{soft clauses} that serve as a proxy
for minimizing gas usage.\textsuperscript{3} Thus, \textsc{Solidare} formulates this optimal synthesis task as a MaxSAT
problem and ensures that completions of the sketch are explored in order of their gas efficiency
according to our cost model. Hence, due to the use of MaxSAT, \textsc{Solidare} can terminate its search
as soon as it finds a program that is original to the equivalent one. For instance, for our running
example, \textsc{Solidare} produces precisely the desired program from the right side of Figure 1.

\textbf{Auto-tuning.} In this section, we illustrated our approach using a manually-supplied refactoring
program. However, as mentioned in Section 1, our implementation also incorporates an auto-tuner
that automatically explores candidate refactorings in the DSL and measures their gas usage for
a given workload. As we demonstrate empirically in Section 7.5, our auto-tuner can often find
refactorings that are competitive with (and, in fact, sometimes better than) manually-written
refactorings that we came up with.

3 \textbf{PRELIMINARIES}

In this paper, we consider smart contracts implemented Solidity, a statically-typed object-oriented
language with additional features targeting the Ethereum Virtual Machine (EVM). To simplify
presentation, we consider the core subset of Solidity shown in Figure 3. Here, we model a smart
contract \( \mathcal{P} \) as a tuple \((\Sigma, \Gamma, V, F+)\), where:

- \( \Sigma \) is a so-called \textit{structure environment} mapping each struct name to its corresponding definition,
represented as a tuple of types \((\tau_1, \ldots, \tau_n)\);

- \( \Gamma \) is a \textit{type environment} mapping variables (both fields and local variables) to their types;

- \( V \subseteq \text{dom}(\Gamma) \) are so-called \textit{blockchain variables};

- \( F+ \) is a set of functions that can be invoked by users. Function bodies consist of a sequence of
statements, including assignments, loads, stores, conditionals, and loops.

In our formalization, we assume variables have globally unique names, and we differentiate
between blockchain variables which are stored on the blockchain and local variables that are stored

\textsuperscript{3}Since gas usage is hard to estimate statically, our optimization objective is based on syntactic features (namely, minimizing
the number of statements and used blockchain variables) that serve as a simple proxy for gas usage.

Solidity’s type system consists of three basic building blocks, namely, primitive (word) types such as `uint` and `address`, structs `S`, and mappings `mapping(W ⇒ τ)`. We discuss structs and mappings in more detail below.

**Structs.** A struct `S` is a named tuple `(τ₁, ..., τₙ)` where `τᵢ` denotes the type of the `i`-th field in `S`. To simplify presentation, we omit explicit field names and write `e.fᵢ` to denote the value of the `i`-th field in struct `S`. As in Solidity, we use the notation `S(e₁, ..., eₙ)` to construct a new struct whose `i`-th field has value `eᵢ`. In the rest of this paper, we assume that all structs are references; thus, the expression `S(e₁, ..., eₙ)` implicitly performs dynamic memory allocation, and a field access operation `v.fᵢ` implicitly dereferences a pointer.

**Mappings.** In Solidity, a variable of type `mapping(W ⇒ τ)` represents a key-value store where the key has (primitive) type `W` and the value has type `τ`. Since Solidity mappings are always references, any variable of type `mapping(W ⇒ τ)` is dynamically allocated, and any map access `m[e]` performs a pointer dereference. Note that arrays are a special case of mappings with key type `uint`.

**Type expressions.** In the rest of this paper, we use the notation `ξ` to denote a type expression with a single hole (denoted `⋅`), and we write `ξ(τ)` to denote the hole in `ξ` filled with type `τ`.⁴ For instance, if `ξ` is `mapping(uint ⇒ ⋅)`, then `ξ(address)` is `mapping(uint ⇒ address)`. We also lift this notation to type sequences and write `ξ(⌘)` to denote `(ξ(τ₁), ..., ξ(τₙ))`, where `⌘ = (τ₁, ..., τₙ).

## 4 A DOMAIN-SPECIFIC LANGUAGE FOR DATA TYPE REFACTORING

In this section, we present the syntax and semantics of our domain-specific language for expressing data layout transformations.

### 4.1 Syntax

Figure 4 presents our data type refactoring DSL, where a program `P` consists of a sequence of statements and each statement is one of the following operations:

- The statement `S ← Wrap(τ₁, ..., τₙ)` creates a new struct `S` containing fields with types `τ₁, ..., τₙ`.
- `Unwrap(S)` is the inverse of `Wrap` and removes struct `S`.
- The statement `(S₁, S₂) ← Split(S, n)` splits the struct `S` into two separate structs `S₁` and `S₂` and stores the first `n` fields of `S` in `S₁` and the remaining fields in `S₂`.
- Conversely, `S ← Merge(S₁, S₂)` merges all fields in structs `S₁` and `S₂` into a new struct `S`.
- `Reorder(S, i, j)` swaps the `i`-th and `j`-th fields of struct `S`.

Our DSL is based on the observation that the gas usage of a Solidity program is highly dependent on how data is packed into structs. Thus, all DSL operators modify the layout of data inside structs.

Remark. While `Split` and `Merge` are just syntactic sugar for `Wrap` and `Unwrap` respectively, we include them in our refactoring DSL for convenience. In particular, for a struct `S` with `m` fields of

---

⁴We disallow the hole from being a key type in mappings.
Trans. $\mathcal{T} ::= s \mid \mathcal{T}; \mathcal{T}$

Stmt. $s ::= S \leftarrow \text{Wrap}(\tau_1, \ldots, \tau_n) \mid \text{Unwrap}(S) \mid (S, S) \leftarrow \text{Split}(S, c)$

$\in \text{Constant}$ $\in \text{StructName}$ $\in \text{Type}$

\[
\begin{align*}
\text{Fig. 4.} & \quad \text{Syntax of the transformation language.} \\
& \quad \frac{\neg \text{HasFieldSeq}(\mathcal{F}', \xi(\mathcal{F}))}{S \leftarrow \text{Wrap}(\mathcal{F}) + \mathcal{F}' \leftarrow \mathcal{F'}}, (\text{Wrap1-Fld}) \\
& \quad \frac{\text{HasField}(\mathcal{F}, \xi(S))}{\text{Unwrap}(S) + \mathcal{F} \leftarrow \mathcal{F}}, (\text{Unwrap1-Fld}) \\
& \quad \frac{\text{Unwrap}(S) + \mathcal{F} \leftarrow \mathcal{F}, \mathcal{F}' = \text{Fields}(S)}{\text{Unwrap}(S) + \mathcal{F} \leftarrow \text{Replace}(\mathcal{F}, \xi(S), \xi(\mathcal{F}')), (\text{Unwrap2-Fld})}
\end{align*}
\]

\[
\begin{align*}
\text{Fig. 5.} & \quad \text{Auxiliary judgment used in Figure 6} \\
& \quad \frac{\Sigma = [S_1 \mapsto \mathcal{F}_1, \ldots, S_n \mapsto \mathcal{F}_n]}{S \leftarrow \text{Wrap}(\mathcal{F}) + \mathcal{F}_i \mapsto \mathcal{F}_i', i \in [1, n]}, (\text{Wrap-S}) \\
& \quad \frac{T_1 + \Sigma \leftarrow T_1, T_2 + \Sigma \leftarrow T_2, i, j \in [1, n] \setminus \{k\}]}{\mathcal{F} = \Sigma(S), \mathcal{F}' = \text{Swap}(\mathcal{F}, i, j), (\text{RO-S})}
\end{align*}
\]

\[
\begin{align*}
\text{Fig. 6.} & \quad \text{Semantics for structure environments.} \\
& \quad \text{type } \tau_1, \ldots, \tau_m, \text{ the statement } (S_1, S_2) \leftarrow \text{Split}(S, n) \text{ is shorthand for:} \\
& \quad \text{Unwrap}(S); S_1 \leftarrow \text{Wrap}(\tau_1, \ldots, \tau_n); S_2 \leftarrow \text{Wrap}(\tau_{n+1}, \ldots, \tau_m) \\
\end{align*}
\]


\[
\begin{align*}
& \text{Similarly, given struct } S_1 \text{ with } n \text{ fields of type } \tau_1, \ldots, \tau_n \text{ and struct } S_2 \text{ with } m \text{ fields of type } \tau'_1, \ldots, \tau'_m, \\
& \text{Unwrap}(S_1); \text{Unwrap}(S_2); S \leftarrow \text{Wrap}(\tau_1, \ldots, \tau_n, \tau'_1, \ldots, \tau'_m)
\end{align*}
\]

\[\text{4.2 Semantics}\]

The semantics of our DSL is defined over a structure environment $\Sigma$ and type environment $\Gamma$. To facilitate formalization, we first introduce the following auxiliary definitions:

- HasField($\mathcal{F}$, $\tau$) is true iff field sequence $\mathcal{F}$ contains field $\tau$. Similarly, HasFieldSeq($\mathcal{F}$, $\mathcal{F}'$) is true iff field sequence $\mathcal{F}$ contains a consecutive sub-sequence $\mathcal{F}'$.
- Fields($\mathcal{S}$) returns the field sequence of struct $\mathcal{S}$.
- Replace($\mathcal{F}$, $\mathcal{F}_1$, $\mathcal{F}_2$) yields a field sequence where each occurrence of $\mathcal{F}_1$ in $\mathcal{F}$ is replaced with $\mathcal{F}_2$.
- Swap($\mathcal{F}$, $i$, $j$) returns a field sequence with the order of $f_i$ and $f_j$ in $\mathcal{F}$ swapped.

In what follows, we only describe the semantics for Wrap, Unwrap, and Reorder because Split and Merge are just syntactic sugar for Wrap and Unwrap as explained in Section 4.1. Furthermore, we describe the DSL semantics in two parts: first, we explain its effect on structure environment $\Sigma$ and then its effect on type environment $\Gamma$.

**DSL semantics on struct definitions.** Given struct environment $\Sigma$, Figure 6 describes the semantics of a DSL program $\mathcal{T}$ using judgments of the form $\mathcal{T} + \Sigma \leftarrow \Sigma'$ where $\Sigma'$ is the new structure environment obtained by “executing” $\mathcal{T}$ on $\Sigma$. These rules utilize the auxiliary judgments in Figure 5 that describe how $\mathcal{T}$ modifies field sequence $\mathcal{F}$.

First, the Wrap1-Fld and Wrap2-Fld rules describe the effects of a statement $S \leftarrow \text{Wrap}(\mathcal{F})$ on a field sequence $\mathcal{F}'$. If $\mathcal{F}'$ contains a sequence of type $\xi(\mathcal{F})$, we replace it with a single field of type...
Example 4.1. Consider the following struct definition:

```c
struct Items { mapping (uint => address) owner;  
              mapping (uint => intX) x;  
              mapping (uint => intY) y;  
}
```

where intX and intY are both type aliases for uint256. The transformation `Point` ← `Wrap(intX, intY)` modifies the struct definitions as follows:

```c
struct Point { intX x; intY y;  
               Items {  
```

In particular, we introduce a new struct definition for `Point` and then merge the two mappings inside `Items` into a single field. The latter is because `Items` contains two consecutive fields of type `<intX>` and `<intY>`, which get replaced by a single field `<Point>` according to rule `Wrap2-Fld`.

Continuing with Figure 6, the Unwrap-S rule for a statement `Unwrap(S_k)` removes `S_k` from the structure environment and modifies the definitions of the other structs in `Σ` by replacing every occurrence of `S_k` with the corresponding fields using the unwrap rules from Figure 5.

Example 4.2. Consider the following struct definitions:

```c
struct Point { intX x; intY y;  
               struct Items {  
```

The transformation `Unwrap(Point)` generates the following new struct definition:

```c
struct Square {  
               intX x; intY y;  
               uint32 len;  
```

Finally, the rule `RO-S` in Figure 6 describes the semantics of `Reorder(S, i, j)`. Here, we simply modify the definition of struct `S` by swapping fields `f_i` and `f_j`. Finally, the last rule labeled `Seq-S` sequentially composes two DSL statements in the expected way.

Semantics for type environments. Next, we describe how a DSL program `T` modifies the type environment. This is described in Figure 7 using judgments of the form `T ⊢ Γ ← Γ'` indicating that type environment `Γ` is transformed to `Γ'` by `T`. According to the first rule, Wrap-T, any variable of type `<τ_i>` has its type modified to `<ξ(S)>`, as `τ_i` has been wrapped into struct `S`.

Example 4.3. Consider the transformation `Point` ← `Wrap(intX, intY)` and type environment `Γ`:

\[
\Gamma(x) = \text{mapping}(\text{uint} \Rightarrow \text{intX}) \quad \Gamma(y) = \text{mapping}(\text{uint} \Rightarrow \text{intY})
\]

After applying this transformation, we obtain the following new type environment `Γ'`:

\[
\Gamma'(x) = \text{mapping}(\text{int} \Rightarrow \text{Point}) \quad \Gamma'(y) = \text{mapping}(\text{int} \Rightarrow \text{Point})
\]
Remark. In this example, one of the variables (xs or ys) may actually be redundant (i.e., unused) in the new version of the program. If this is the case, our implementation removes the unused variable in a post-processing phase. However, we define our DSL semantics to keep both variables because (a) we do not know whether one is actually redundant, and (b) it is unclear what to do when there are multiple variables of the same type that have been wrapped into a struct. Thus, the semantics defined here keeps things simple, while the subsequent optimal synthesis algorithm ensures that the transformed program does not contain redundant variables.

Next, consider the second rule (Un-T) in Figure 7 for an Unwrap(S) operation where S has fields \(\tau_1, \ldots, \tau_n\). First, we obtain a new \(\Gamma'\) by removing all variables \(v\) of type \(\xi(S)\) from \(\Gamma\). Then, for every variable \(v\) of type \(\xi(S)\), we introduce \(n\) fresh variables \(v_1, \ldots, v_n\) of type \(\xi(\tau_1), \ldots, \xi(\tau_n)\) respectively. These new variables are blockchain variables iff the original variable \(v\) is stored on the blockchain.

Example 4.4. Consider the type environment \(\Gamma\):
\[
\Gamma(p) = \text{Point} \quad \Gamma(m) = \text{mapping}(\text{uint} \Rightarrow \text{Point})
\]
where Point has two fields of type intX and intY. Then, Unwrap(Point) yields the following \(\Gamma'\):
\[
\begin{align*}
\Gamma'(p_1) &= \text{intX} \\
\Gamma'(m_1) &= \text{mapping}(\text{uint} \Rightarrow \text{intX}) \\
\Gamma'(p_2) &= \text{intY} \\
\Gamma'(m_2) &= \text{mapping}(\text{uint} \Rightarrow \text{intY})
\end{align*}
\]

5 CODE SYNTHESIS

In the previous section, we defined the semantics of our type refactoring DSL in terms of its effect on struct definitions and type declarations. In this section, we describe a program synthesis approach to automatically generate a new implementation that uses these types and that is functionally equivalent to the original program. As motivated in Section 2, we take a program synthesis approach to this problem, as it is often unclear how to generate code that is both correct and gas-efficient.

5.1 Problem Statement

Given a smart contract \(\mathcal{P} = (\Sigma, \Gamma, V, \bar{F})\) and refactoring program \(\mathcal{T}\) where \(\mathcal{T} + \Sigma, \Gamma \hookrightarrow \Sigma', \Gamma'\), our goal is to automatically generate a new smart contract \(\mathcal{P}'\) such that (1) \(\mathcal{P}' = (\Sigma', \Gamma', V', \bar{F}')\), (2) \(\mathcal{P}\) and \(\mathcal{P}'\) are semantically equivalent, denoted \(\mathcal{P}' \equiv \mathcal{P}\)5 and (3) among all contracts satisfying (1) and (2), \(\mathcal{P}'\) should have the lowest gas usage.

Observe that condition (3) in this problem statement requires knowing the gas usage of a smart contract. However, in practice, it is difficult to statically estimate gas usage, and doing so dynamically would be prohibitively expensive. Thus, in this work, we estimate gas usage using a proxy metric \(\Psi\) which takes into account both the number of statements and used blockchain variables. In particular, given two contracts \(\mathcal{P}_1, \mathcal{P}_2\), we have \(\Psi(\mathcal{P}_1) < \Psi(\mathcal{P}_2)\) if:
\[
|V_1| < |V_2| \lor (|V_1| = |V_2| \land \text{NumStmts}(\mathcal{P}_1) < \text{NumStmts}(\mathcal{P}_2))
\]
where \(V_1, V_2\) are the set of used blockchain variables used in \(\mathcal{P}_1, \mathcal{P}_2\) respectively, and \(\text{NumStmts}(\mathcal{P})\) yields the total number of statements in \(\mathcal{P}\). Intuitively, we wish to minimize the number of blockchain variables used in the contract because operations over blockchain variables are much more expensive than other operations. If the number of blockchain variables is the same, we break ties based on the number of statements. In practice, we found this proxy metric to be effective at comparing the quality of different solutions, and it is easy to evaluate statically. Thus, our goal in this section is to solve the following optimal synthesis problem:

5We assume the standard definition of equivalence between two classes or abstract data types [Mitchell 1991].
While an expression \( e \) with a different expression, as it no longer appears inside a parent struct. Finally, Unwrap-T2 with a set of new expressions under which the program type checks.

we identify all expressions that are no longer valid with respect to the new type definitions and we refer to Type correspondence.?

handles structs that have been unwrapped. Since there is no longer a struct \( S \) type \( \tau \) this type have been wrapped inside a struct. The second rule (Wrap-T2) deals with mappings that expression remains unchanged, the expression itself does need to be replaced because variables of type \( \tau \) are no longer a variable called \( \xi \).

Example 5.3. For the refactoring from Example 4.3, \( xs[0] \) is a stale expression because \( \Gamma \vdash xs[0] : \text{intX} \) but \( \Gamma' \vdash xs[0] : \text{Point} \). Similarly, in Example 4.4, the expression \( p \) is stale because there is no longer a variable called \( p \).

Type correspondence. Next, we define a correspondence relation \( \triangleright \), presented in Figure 8, between types in the original contract and types in the refactored contract. Intuitively, \( \tau \triangleright \tau' \) indicates that type \( \tau \) in the original contract maps to \( \tau' \) in the refactored contract, and we refer to \( \tau' \) as the replacement type for \( \tau \). As shown in Figure 8, replacement types are defined using judgments of the form \( T_A \triangleright \tau \triangleright \tau' \) where \( T_A \) is a single statement in the refactoring DSL.

According to the first rule (Wrap-T1), the replacement for any type \( \tau_i \) that is used as an argument of \( \text{Wrap} \) is itself. In particular, since type \( \tau_i \) is still valid, any expression of type \( \tau_i \) in the original program should be replaced with an expression of the same type. However, while the type of the expression remains unchanged, the expression itself does need to be replaced because variables of this type have been wrapped inside a struct. The second rule (Wrap-T2) deals with mappings that contain a nested type \( \tau_i \) that has been wrapped. Since our refactoring DSL converts variables of type \( \xi(\tau_i) \) to type \( \xi(S) \), the replacement type for \( \xi(\tau_i) \) is \( \xi(S) \).

The next rule (Unwrap-T1) is for types \( \tau_i \) that appear within a struct that has been unwrapped. While an expression \( e \) of type \( \tau_i \) should retain its old type (i.e., \( \tau_i \triangleright \tau_i \)), \( e \) still needs to be replaced with a different expression, as it no longer appears inside a parent struct. Finally, Unwrap-T2 handles structs that have been unwrapped. Since there is no longer a struct \( S \) in the program, the
replacement type for $S$ is a tuple containing fields within $S$. Similarly, any mapping that contains a value of type $S$ is converted to a tuple of mappings.

**Sketch generation for expressions.** As mentioned earlier, the key idea behind sketch generation is to replace each state expression in the program with a hole whose domain includes well-typed expressions. Towards this goal, we define a notion of *valid replacement* for each program expression.

**Definition 5.4.** *(Valid replacement)* Let $\mathcal{T}_A$ be a type refactoring for $\mathcal{P} = (\Sigma, \Gamma, V, \vec{F})$ such that $\mathcal{T}_A + \Sigma, \Gamma \rightarrow \Sigma', \Gamma'$. We say that an expression $e'$ is a *valid replacement* for a state expression $e \in \mathcal{P}$ if (1) $\mathcal{T}_A + \tau \rightarrow \tau'$ and (2) $\Gamma' + e' : \tau'$.

In other words, a valid replacement for a state expression $e$ of type $\tau$ is another expression $e'$ of type $\tau'$ such that $\tau'$ is the replacement type for $\tau$. Note that valid replacements are not unique, and there may be multiple valid replacements for a given expression in the source program.

Next, we use this notion of valid replacement to describe our sketch generation procedure in Figure 9. The key idea is to replace each state expression $e$ of type $\tau$ with a hole whose domain includes all valid replacements for $e$ (Stale1). The second rule (Stale2) generalizes this idea to a tuple of holes in the case where the replacement type for $\tau$ is a tuple. For complex expressions (e.g., involving arithmetic operators or function calls), we recursively generate sketches for nested expressions and then compose them together (rule Comp). Finally, the last rule labeled Hole constructs sketches for expressions nested inside each hole and then flattens the nested holes to obtain a valid sketch. (This last rule is necessary for handling multi-statement refactorings.)

**Example 5.5.** Consider the transformation from Example 4.3 and the expression $xs[0] + ys[0]$. According to our sketch generation rules, we replace this expression with $??_1 + ??_2$, where the domain of hole $??_1$ includes $xs[0].f_1$ and $ys[0].f_1$ and the domain of $??_2$ includes $xs[0].f_2$ and $ys[0].f_2$. Note that the domain of $??_1$ does not include $xs[0].f_2$ since the second field of $Point$ is $intY$, which is not a valid replacement type for $intX$.

**Sketch generation for statements.** Next, Figure 10 presents our statement-level sketch generation procedure for atomic transformations. The basic idea is to replace each statement $s$ that contains a stale expression with a new statement if $??[\{T, \bot\}]$ then $s' else skip$ where $s'$ is obtained from $s$ by replacing its state expressions with holes. Since the goal of data type refactoring is to improve gas performance, some of the statements in the original program can become redundant after the
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6 In practice, including all valid replacements in the domain is both unnecessary and expensive | we discuss finer-grained domain generation in Section 6.
refactoring. Thus, each statement containing a stale expression is made optional in the sketch by introducing an if statement whose else branch is skip.\footnote{Our actual implementation may not make certain statements optional if we know they are definitely necessary or the statements are already guarded by an if statement. For example, if there is a backward dependency of the left-hand side of an assignment, we will not make the assignment optional.} We now explain Figure 10 in more detail.

The first three rules in Figure 10 show how to generate a sketch for assignments \( l := e \). If neither \( l \) nor \( e \) contain a stale expression, then the statement remains unchanged (Assign1). Otherwise, if the statement contains a stale expression and the replacement type for \( l \) is not a tuple, we generate a conditional assignment \( l' \leftarrow e' \), which is shorthand for if \((??[\{\top, \bot\}]) \) then \( l' := e' \) else skip (Assign2) where \( l', e' \) are obtained using the rules from Figure 9. The final assignment rule (Assign3) is similar except that the replacement type for \( l \) and \( e \) is a tuple type \((\tau_1, \ldots, \tau_n)\). In this case, we generate \( n \) optional assignments, one for each element in the tuple. The remaining rules in Figure 10 recursively apply the sketch generation rules to their sub-statements and compose the results.

**Example 5.6.** Consider the refactoring from Example 4.4 and the statement \( m[0] := \text{Point}(x, y) \) with \( \Gamma(x) = \text{intX} \) and \( \Gamma(y) = \text{intY} \). We generate the following sketch for this program:

\[
\text{if} \ (??) \ /\ * \ ? ? ? \in (\text{true}, \ \text{false}) \ */ \ ? ? ? := ? ? ? \ ; \ // \ ? ? ?\in (m[0], \ldots), \ ? ? ?\in (x, \ldots) \\
\text{if} \ (??) \ /\ * \ ? ? ?\in (\text{true}, \ \text{false}) \ */ \ ? ? ? := ? ? ? \ ; \ // \ ? ? ?\in (m[2], \ldots), \ ? ? ?\in (y, \ldots)
\]

**Multi-statement refactorings.** Figure 11 summarizes how to generalize sketch generation to multi-statement refactorings. In particular, the idea is to first generate a sketch for the first atomic transformation; then apply the next atomic transformation to the generated sketch, and so on.

**Theorem 5.7.** \footnote{Proofs of all theorems are provided under supplemental materials.} Let \( \mathcal{P} = (\Sigma, \Gamma, V, \vec{F}) \) be a well-typed program and \( \mathcal{T} \) be a data type refactoring such that \( \mathcal{T} \vdash \Sigma, \Gamma \Rightarrow \Sigma', \Gamma' \). Given a statement \( s \) in \( \mathcal{P} \), let \( \mathcal{S} \) be the sketch obtained from \( s \) (i.e., \( \mathcal{T}, \Gamma, \Gamma' \vdash s \Rightarrow^* \mathcal{S} \)). Then, for any mapping \( \sigma \) from holes in \( \mathcal{S} \) to expressions in its domain, \( \mathcal{S}[\sigma] \) is well-typed under \( \Gamma' \).
Algorithm 1 Sketch Completion

1: procedure COMPLETE_SKETCH(S, P)
   Input: Sketch S, Source program P
   Output: Target program P' or ⊥ to indicate failure
2:   Φ ← ENCODE(S);
3:   while SAT(Φ) do
4:     M ← GetModel(Φ);
5:     P' ← Instantiate(S, M);
6:     if P' ≃ P then return P';
7:     Φ ← Φ ∧ BLOCK(P, S, M);
8:   return ⊥;

5.3 Sketch Completion

In this section, we describe our optimal sketch completion algorithm. Given a contract sketch S, the goal is to instantiate each hole h ∈ S with an expression e ∈ δ(h) such that (1) the resulting program is equivalent to the original contract, and (2) our optimization objective is minimized.

The high-level idea behind this algorithm is to reduce the problem to maximum satisfiability (MaxSAT) [Li and Manya 2009], where hard constraints describe the search space and soft constraints enforce the optimality requirement. Given such a MaxSAT encoding, our algorithm repeatedly samples solutions to the MaxSAT formula until it finds a completion that is equivalent to the original contract. Because soft constraints used in the MaxSAT encoding enforce optimality, the algorithm can safely terminate as soon as it finds an equivalent program.

Our top-level sketch completion procedure is presented in Algorithm 1, which first invokes the ENCODE procedure (line 2) to generate a MaxSAT encoding Φ. This encoding is constructed in such a way that (a) every valid solution of the synthesis problem corresponds to a boolean assignment that satisfies the hard constraints, and (b) if a sketch completion P has lower gas usage than another completion P' with respect to our cost model, then the weight of the satisfied soft constraints for P is higher than those for P'. Once the algorithm constructs this MaxSAT encoding, it enters a loop that repeatedly samples models of Φ (line 4). If the currently sampled model corresponds to a smart contract that is equivalent to the original one, the algorithm returns it as a solution (line 6). Otherwise, the algorithm invokes the BLOCK procedure to prevent the same model (as well as other infeasible ones) in future iterations.

In the remainder of this section, we explain the ENCODE and BLOCK procedures in more detail. Because checking equivalence between two smart contracts is orthogonal to the main contributions of this paper, we defer a discussion of our equivalence checker to Section 6.

5.3.1 MaxSAT Encoding. The idea behind our MaxSAT encoding is as follows: First, for each hole hᵢ in the sketch and expression eⱼ ∈ δ(hᵢ), we introduce a boolean variable bᵢⱼ such that bᵢⱼ is true iff hole hᵢ is instantiated with expression eⱼ. Then, since every hole must be instantiated with exactly one expression in its domain, we introduce the following hard constraint:

\[
\bigwedge_{hᵢ ∈ S} \Phi(b₁ᵢ, \ldots, bⁿᵢ)
\]
where ⊕ is an \(n_i\)-ary exclusive-or operator and \(|\delta(h_i)| = n_i\). In addition, we ensure that different occurrences of source expression \(e_s\) are transformed into the same target expression as follows:
\[
\bigvee_{e_j \in \text{doms}(e_s)} \bigwedge_{h_i \in \text{holes}(e_s)} b_i^j
\]  
(4)

Here, \(\text{holes}(e_s)\) represents all holes generated from expression \(e_s\) and \(\text{doms}(e_s) = \bigcup_{h_i \in \text{holes}(e_s)} \delta(h_i)\). Intuitively, for all holes \(H\) generated from the source expression \(e_s\), if a hole \(h_i \in H\) is instantiated with candidate expression \(e_j\), then each hole \(h_k \in H\) must also be instantiated with \(e_j\).

**Example 5.8.** Consider the transformation from Example 4.3 and the statements \(z = xs[0]; xs[1] = xs[1] + z\) with \(\Gamma(z) = \text{intX}\). According to our sketch generation rules, the corresponding sketch is

```
if (??1) */ ??1 e {true, false} */ ??2 := ??3; // ??2, ??3 e {z.f1, xs[0].f1}
if (??4) */ ??4 e {true, false} */ ??5 := ??6+??7; // ??5, ??6, ??7 e {z.f1, xs[0].f1, xs[1].f1}
```

Here, ??5 and ??6 are both associated with the source expression \(xs[1]\); thus, due to Eq. 4, we add the following hard constraint to our MaxSAT encoding:

\[
(b_5^1 \land b_6^1) \lor (b_5^2 \land b_6^2) \lor (b_5^3 \land b_6^3)
\]

In other words, both of these holes must be instantiated with either \(z.f1\) or \(xs[0].f1\) or \(xs[1].f1\).

Next, recall from Section 5.1 that our goal is to find a program \(P' = (\Sigma', \Gamma', V', \delta')\) that minimizes the optimization objective from Eq. 2, which consists of a linear combination of the number of used blockchain variables and number of statements. We specify this optimization objective as soft constraints in the MaxSAT encoding.

**Minimizing blockchain variables.** We first discuss how to encode the first part of the optimization objective (i.e., number of blockchain variables). Let \(\text{guards}(h_i)\) denote the set of all boolean holes that \(h_i\) is syntactically nested in. If all guards of a hole \(h_i\) are assigned to true, then we prefer solutions that do not instantiate \(h_i\) with an expression containing a blockchain variable. Thus, for every blockchain variable \(v\) that appears in the domain of some hole, we add the following soft clause with weight \(n\), where \(n\) is the number of all possible statements in the contract sketch:

\[
\bigwedge_{h_i \in S} \left( \bigwedge_{h_k \in \text{guards}(h_i)} b_i^j \rightarrow \left( \bigwedge_{e_j \in \delta(h_i)} I_v(e_j) \rightarrow \neg b_i^j \right) \right)
\]  
(5)

Here, \(I_v(e)\) is an indicator function stating that variable \(v\) is used within expression \(e\). Thus, the soft clause for blockchain variable \(v\) states that, for every hole \(h_i\), if the guards of \(h_i\) are all assigned to true and expression \(e_j\) in the domain of \(h_i\) uses blockchain variable \(v\), then the corresponding boolean variable \(b_i^j\) should (preferably) be false.

**Example 5.9.** Consider the sketch in Example 5.8 and assume \(z\) is a blockchain variable. In the sketch, \(z\) occurs in holes ??2 and ??3 (guarded by ??1), as well as holes ??5, ??6, ??7 that are guarded by ??4. Based on Eq. 5, we add the following soft constraint:

\[
(b_1^1 \rightarrow (\neg b_2^1 \land \neg b_3^1)) \land (b_4^1 \rightarrow (\neg b_5^1 \land \neg b_6^1 \land \neg b_7^1))
\]

Assuming that \(z.f1\) is the first element in the domain of holes ??2, ??3, ??5, ??6, ??7, this constraint says the following: If the guards of these holes are enabled (e.g., \(b_1^1\)), then they should not be instantiated with \(z.f1\).

**Minimizing statements.** Next, to encode the second part of the optimization objective (i.e., number of statements), we want to maximize the number of statement guards that are assigned
Algorithm 2 Blocking clause generation

1: procedure Block(\(\mathcal{P}, \mathcal{S}, \mathcal{M}\))
   \(\textbf{Input:}\) Source program \(\mathcal{P}\), Sketch \(\mathcal{S}\), Model \(\mathcal{M}\)
   \(\textbf{Output:}\) Blocking clause \(\varphi\)

2: \((\mathcal{S}', \mathcal{M}') \leftarrow \text{MinFailingSubcontract}(\mathcal{P}, \mathcal{S}, \mathcal{M});\)
3: \(\mathcal{M}^* \leftarrow \{\};\)
4: for each \(b'_i \in \text{dom}(\mathcal{M}')\) do
5: \quad if \(\forall h_k \in \text{guards}(h_i). \mathcal{M}'(h_k) = \top\) then
6: \quad \quad \(\mathcal{M}^* \leftarrow \mathcal{M}^* \cup \{b'_i \mapsto M'(b'_i)\};\)
7: \quad \varphi \leftarrow \bigvee_{b \in \text{dom}(\mathcal{M}')} b \neq \mathcal{M}^*(b);\)
8: return \(\varphi;\)

To false. Thus, for each hole \(h_i\) representing a statement guard in the sketch, we introduce the following soft clause with weight 1:

\[
\bigwedge_{h_k \in \text{guards}(h_i)} b^1_k \rightarrow b^2_i
\]

Theorem 5.10. Given the MaxSAT encoding \(\Phi\) of a sketch \(\mathcal{S}\), the optimal solution to \(\Phi\) minimizes our proxy gas usage metric \(\Psi\).

5.3.2 Blocking Clause Generation. We now discuss how to add blocking clauses to the MaxSAT encoding when a candidate sketch completion is incorrect. Given a model \(\mathcal{M}\) of \(\Phi\), we can avoid getting the same program by just conjoining \(\neg \mathcal{M}\) with \(\Phi\). While this strategy would work in principle, it is not very effective in practice due to the large search space. Thus, to make synthesis more tractable, we use the notion of conflict driven learning that is used heavily in theorem provers [Marques-Silva et al. 2009] and that has recently been applied to program synthesis [Feng et al. 2018; Wang et al. 2019a, 2020]. The key idea is to generalize \(\mathcal{M}\) and add a blocking clause that prevents many incorrect programs at the same time.

First, somewhat similar to the notion of minimal unsatisfiable core [Lynce and Marques-Silva 2004], we introduce a notion called a minimal failing sub-contract. To define this notion, let \(\mathcal{P} \downarrow F\) denote the same contract as \(\mathcal{P}\) but only containing functions \(F\).

Definition 5.11. (Minimal failing sub-contract) Given the original contract \(\mathcal{P} = (\Sigma, \Gamma, V, F)\) and the candidate refactored contract \(\mathcal{P}' = (\Sigma', \Gamma', V', F')\), a minimal failing sub-contract is \(\mathcal{P}^* = (\Sigma', \Gamma', V', F')\) such that (1) \(F \subseteq F'\); (2) \(\mathcal{P} \downarrow F' \neq \mathcal{P}^*\); (3) for any \(\hat{F} \subseteq F'\), we have \(\mathcal{P} \downarrow \hat{F} \neq \mathcal{P}^* \downarrow \hat{F}\).

In other words, given an incorrect contract \(\mathcal{P}'\), a minimal failing sub-contract \(\mathcal{P}^*\) of \(\mathcal{P}'\) is one that (1) only contains a subset of the functions in \(\mathcal{P}'\), (2) the behavior of \(\mathcal{P}^*\) is not equivalent to the original contract with respect to the functions it implements, and (3) \(\mathcal{P}^*\) is minimal in the sense that removing any other function definition causes the resulting contract to be equivalent to the original contract with respect to the functions defined.

Example 5.12. Let us consider a simple smart contract \(P\) that stores a point with coordinates.

```solidity
class SimplePoint {
  uint public x = 0; uint public y = 0;
  function set(uint _x, uint _y) public { x = _x; y = _y; }
  function getX() public returns (uint) { return x; }
  function getY() public returns (uint) { return y; }
}
```

and another smart contract \(P^*\) as follows:
Here, $P^*$ is a minimal failing sub-contract of $P$ for three reasons: (1) $P^*$ only contains a subset of functions in $P$: set and getX; (2) the behavior of $P^*$ is different from that of $P$ because executing set(1, 2); getX() returns 1 on $P$ but returns 2 on $P^*$; (3) $P^*$ is minimal because removing either function set or getX results in a sub-contract that is equivalent to the corresponding part of $P$. For instance, if function set is removed from $P^*$, then getX always returns 0 on both $P$ and $P^*$.

Thus, to generate a good blocking clause, we first compute a minimal failing sub-contract $P^*$ of the candidate refactoring $P'$. Since $P^*$ is already a failing sub-contract, the assignments to the holes in $P^*$ must already be wrong. Thus, any refactoring that agrees with $P^*$ on the hole assignments used in $P^*$ must already be wrong, so, rather than blocking a single implementation $P'$, we can prune all refactorings that subsume $P^*$.

Example 5.13. Let us continue with Example 5.12. Now consider a sketch $S$ that is generated from the original program $P$:

```
contract SimplePoint {
    uint public x = 0; uint public y = 0;
    function set(uint _x, uint _y) public returns (uint) { return _x; _y; }
    function getX() public returns (uint) { return y; }
}
```

Since getX is not part of the minimal failing sub-contract from Example 5.12, the assignment to $??_4$ is irrelevant, meaning that we can prune all sketch completions where $??_1 = _x$, $??_2 = _y$, $??_3 = y$.

Algorithm 2 shows our blocking clause generation technique based on a refinement of this idea. In particular, let $P' = S'[M']$ be a minimal failing sub-contract of $S[M]$ as shown in line 2 of Algorithm 2.

Now, let us call a hole $h$ in a sketch $S$ enabled by model $M$ if $M$ assigns all of $h$’s boolean guards to true and disabled otherwise. Then, any model $M''$ that agrees with $M'$ on just the assignments to the enabled holes is also guaranteed to yield an incorrect completion. Thus, when generating a blocking clause, we can disregard assignments to all variables that are either (1) not in the domain $M'$ or (2) disabled by $M'$.

**Theorem 5.14 (Soundness).** Given a source program $P$ and a sketch $S$, if COMPLETESKETCH($S$, $P$) yields a program $P'$ where $P' \not\models \bot$, then $P' \equiv P$ and the proxy metric $\Psi(P')$ is minimized.

**Theorem 5.15 (Completeness).** Given a source program $P$ and a sketch $S$, if COMPLETESKETCH($S$, $P$) yields $\bot$, then there does not exist completion $P'$ of $S$ such that $P' \equiv P$.

### 6 IMPLEMENTATION AND OPTIMIZATIONS

We have implemented our proposed approach in a tool called SOLIDARE, which is implemented in a combination of Java and Kotlin. SOLIDARE uses the Sat4J [Le Berre and Parrain 2010] tool to solve the generated MaxSAT instances.

**Auto-tuner.** To reduce developer effort even further, our implementation incorporates an auto-tuner that can automatically search for useful data refactorings. In addition to the original contract, the auto-tuner also takes as input a workload $W$ describing the usage frequency of each function in $P$ and finds a refactoring program in the DSL from Figure 4 that achieves the best gas usage. To do so, our auto-tuner implementation enumerates DSL programs up to a certain bound, using various heuristics to prioritize refactorings that are more likely to save gas. Then, for each enumerated
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9We describe our technique for computing minimal failing sub-contracts in Section 6.
refactoring, the auto-tuner uses our proposed synthesis algorithm to generate a new contract, and, in the end, outputs the program with the best gas usage. Thus, in combination with this auto-tuner, our proposed techniques can allow for a fully automated solution to gas optimization.

**Type aliases and typedef.** **Solidare** provides a typedef mechanism for creating type aliases. Since users may not want to apply a transformation to all occurrences of a type, they can simply create a type alias and change the particular occurrences they want to refactor to this new type. Hence, this mechanism is important for finer-grained refactorings and provides a sweet spot between type and expression-level refactorings.

**Sketch generation.** Our implementation performs several optimizations over the sketch generation procedure described in Section 5.2. First, recall that our sketch generation technique uses the notion of *valid replacement expressions* for hole domains, which includes all expressions that are well-typed with respect to the specified refactoring. However, in practice the set of all replacement expressions for a given hole can be very large (or even infinite). In our implementation, the hole domains only include those expressions that (a) involve a variable \( v \) that is affected by the refactoring, and (b) if \( v \) corresponds to a mapping or array, then indices must involve expressions that occur in the source. Second, our implementation uses domain knowledge and lightweight static analysis to prune expressions from the domain of each hole. For example, we remove all r-value expressions (e.g. predicates, function calls) from hole domains corresponding to l-value expressions. In addition, recall that our sketch generation makes each statement optional through a boolean guard, but, in some cases, these guards may be redundant. For example, sketch generation might end up introducing nested guards or make optional a statement defining a variable that is used in subsequent code. Our implementation post-processes the generated sketch to remove such unnecessary ambiguity.

**Sketch completion.** Our implementation optimizes sketch completion by using additional hard constraints in the MaxSAT encoding. For example, we disallow sketch completions where the left- and right-hand-sides of an assignment are identical. As another example, we also disallow sketch completions where a variable is read from without being initialized. Such non-sensical sketch completions are ruled out by adding suitable hard constraints to the MaxSAT instance.

**Equivalence checking.** Recall that Algorithm 1 needs to check whether a candidate contract is equivalent to the original one. Our implementation leverages the Solis equivalence checker for Solidity [Mariano et al. 2020] but incorporates some optimizations to make it more practical. Specifically, we leverage the observation that many of the candidates proposed by the synthesizer can be refuted using testing. Thus, we first generate a few representative test cases and only invoke the equivalence checker if we cannot refute the candidate program using these test cases.

**Generating minimal failing subcontracts.** Recall that **Solidare** uses minimal failing sub-contracts to generate useful blocking clauses. One obvious way to compute these minimal failing sub-contracts is to remove functions from the source and target contracts until the resulting contract satisfies Definition 5.11. However, since this approach requires invoking the equivalence checker during minimization, it can be quite slow. Instead, **Solidare** leverages the counterexamples provided by the equivalence checker to generate such a failing sub-contract. In particular, the counterexamples returned by the equivalence checker consist of a sequence of function invocations. Since these counterexamples typically involve only a small number of functions, we compute a failing sub-contract by removing the functions that are not used in the counterexample. While this approach definitely produces failing sub-contracts, they may not be *minimal* in principle. Nevertheless, we found this strategy to be very effective in practice.
7 EVALUATION

In this section, we describe a series of experiments that are designed to answer the following research questions:

RQ1. Is SOLIDARE able to generate equivalent code for different data layouts?

RQ2. Can we reduce the gas usage of real-world smart contracts through data type refactoring?

RQ3. How much manual effort does SOLIDARE save developers?

RQ4. How does our sketch completion method compare with simpler baselines?

RQ5. Is SOLIDARE’s auto-tuner able to automatically find gas-saving refactorings?

RQ6. How does SOLIDARE compare with other gas optimization tools?

Benchmarks. To answer the research questions outlined above, we collected 20 smart contracts from Etherscan [Etherscan 2021] that use rich data structures (e.g., many structs and mappings) and complicated control flows (e.g., loops with large body). Smart contracts in our benchmark set cover a wide variety of common application scenarios, such as auctions, crowd sourcing, and decentralized autonomous organizations (DAOs).

Transformations. To perform our evaluation, we manually inspected each program and came up with a data refactoring that we thought might be useful for reducing gas usage. We then used SOLIDARE to generate the new contract and measured gas usage. If gas usage did not improve and we could think of another transformation that might help, we iterated this process for up to three transformations. Thus, each Solidity program comes with 1-3 DSL transformations, giving us a total of 39 benchmarks used in our experimental evaluation.

Experimental Setup. All experiments are conducted on a machine with Intel(R) Xeon(R) E5-2640 @ 2.60GHz CPU and 128 GB of physical memory, running a Docker container with the Ubuntu 18.04 operating system, on Docker version 1.6.2.

7.1 Main Results

Our main experimental results are summarized in Table 1. Here, the first three columns give statistics about each benchmark (contract name, lines of code, and number of functions). The next column shows the number of DSL transformations we tried for the corresponding Solidity program. The next two columns provide information about the running time of SOLIDARE. Specifically, the columns labeled “Sketch Time” and “Completion Time” show the sketch generation and sketch completion time in seconds averaged across all transformations. Finally, the last two columns provide information about the size of the diff between the original contract and its transformed version. The column labeled “Max Diff” shows the maximum diff (in terms of lines of code) across all transformations, and the one labeled “Avg Diff” shows the average.

The key result is that SOLIDARE is able to generate a semantically equivalent contract for all 39 benchmarks, and its average (resp. median) running time (including both sketch generation and completion) is 31.4 (resp. 2.5) seconds. In most cases, SOLIDARE’s running time is dominated by sketch completion, which also includes calls to the equivalence checker.

Outlier analysis. While SOLIDARE is able to generate the new contract quite efficiently in most cases, there is one contract, namely EMPresale, where SOLIDARE takes around 9 minutes to generate the new contract. This is because the size of the search space for the generated sketch is very large (≈ 8.8 × 10^{12}) and the synthesizer ends up exploring 7756 sketch completions before it finds the correct one. There are also a few other outliers (e.g., JanKenPon) where sketch generation takes

10The number of contracts used in our evaluation is in line with recent work [Li et al. 2020]. Furthermore, although there is no fundamental limitation in evaluating SOLIDARE on more benchmarks, constructing realistic workloads and measuring gas usage is a non-trivial and time-consuming endeavor that is hard to scale to a very large number of contracts.
longer than sketch completion. Such cases involve very complex expressions in the source contract, so the domain of the holes is quite large. On the other hand, the sketch completion engine is able to find the right instantiation of the holes after only a few iterations.

**RQ1:** Solidare is able to synthesize an equivalent version of the contract for all benchmarks with an average (resp. median) running time of 31.4 (resp. 2.5) seconds.

### 7.2 Reduction in Gas Usage

Since the main motivation behind this work is to reduce gas usage, we investigate whether it is possible to obtain significant gas savings by changing the data layout. Similar to prior work [Albert et al. 2020b], we report the savings of execution cost rather than the deployment cost (i.e., cost for uploading code and data to blockchain), as the deployment cost is one-time only. To evaluate the gas savings, we systematically constructed realistic workloads by measuring how frequently (and in what order) public methods are invoked and then measured the gas usage of the original and transformed contract for these workloads.

The results of this evaluation are shown in Figure 12, where the x-axis corresponds to contract IDs and the y-axis shows the reduction in gas usage for the best transformation for that contract. A key take-away is that there is an improvement in gas usage for all but two contracts, with an
average gas savings of 16%. For 13 of the 20 benchmarks, the gas savings are more than 5%, and for 8 of the 20 benchmarks, the gas savings are very significant (more than 20%).

RQ2: Using Solidare, we reduced the gas usage of 18 out of the 20 smart contracts. For 65% of these contracts, the reduction in gas usage is more than 5%, and for 40% of the contracts, the reduction in gas usage is above 20%. The average reduction is 16%.

7.3 Savings in Manual Effort
As stated in RQ3, we also wish to understand the manual effort that Solidare saves developers in optimizing gas usage. The ideal way to answer this question is through a user study; however, since we did not have access to smart contract developers, we instead investigate this question through a proxy metric, namely the diff size between the original contract and its refactored version. As mentioned earlier, these statistics are provided in the last two columns of Table 1.

In addition, Figure 13 presents the diff between the original and refactored contract in terms of percentage of lines that need to be modified for each Solidity program. Specifically, the blue bars labeled “Max” provide statistics for the transformation that requires the most changes, and the green bars labeled “Avg” show the average diff ratio per benchmark across all transformations. As we can see from Figure 13, some benchmarks require changing a substantial part of the application; in fact, in one case, the diff size is 49% of the original code. Overall, the average number of lines that need to be modified per transformation is 27. However, since it is often unclear what data layout would result in gas savings, one needs to try multiple data layout options, which requires changing the contract in different ways. For instance, across the 20 contracts used in our evaluation, one needs to change a total of 53 lines (for all transformations) on average.

RQ3: A single data layout transformation can require changing up to 49% of the contract code. Furthermore, since one often needs to experiment with multiple transformations to save gas, Solidare makes it easier to perform layout-related optimizations.

7.4 Ablation Study for Sketch Completion
In this section, we evaluate the effectiveness of our proposed MaxSAT-based sketch completion procedure by performing an ablation study. Specifically, to evaluate RQ4, we compare Solidare against three variants that use a simpler sketch completion procedure:

- **Solidare-NoMFS** is a variant of Solidare that does not utilize minimal failing sub-contracts to generate blocking clauses. Instead, every time Solidare-NoMFS finds a model $M$ corresponding to a program that cannot be verified, it adds $\neg M$ to the MaxSAT encoding.
- **Solidare-NoSoft** is a variant that does not use soft clauses to ensure optimality. In other words, it enumerates all satisfying assignments to the SAT encoding and then returns the best solution. This variant also uses minimal failing sub-contracts for pruning the search space.

Fig. 13. Diff size as percentage of the lines of code in original contracts.
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Fig. 14. Comparing Solidare against baselines. $y$-axis is on log-scale.

As we can see here, our proposed sketch completion algorithm significantly outperforms three baselines, which fail to solve $13\%$ (for Solidare-NoSoft), $28\%$ (for Solidare-NoMFS) and $31\%$ (for Solidare-Baseline) of the benchmarks. In contrast, Solidare can solve all sketches with an average (resp. median) sketch solving time of 15.9 (resp. 1.5) seconds.

**RQ4:** Our MaxSAT-based sketch solver that utilizes minimal failing sub-contracts significantly outperforms the three simpler sketch completion baselines.

7.5 Effectiveness of Auto-tuning

To answer RQ5, we also evaluate the auto-tuning component of Solidare on the 20 Solidity programs collected from Etherscan. Specifically, for each of these programs, we let the auto-tuner explore different data type refactorings for up to 10 minutes and then report the gas usage of the best refactoring encountered during this exploration process.

The results of this experiment are presented in Figure 15. Here, each bar corresponds to percentage gas usage improvement over the original version of the contract. In more detail, the green bars correspond to the refactoring discovered by the auto-tuner, and the blue bars are for the best transformation written by us. As we can see from Figure 15, the auto-tuner can automatically reduce gas usage for 17 out of 20 (85%) benchmarks. The reduction in gas usage is more than 5% for 13 out of 20 contracts (65%) and more than 10% for 9 (45%). Furthermore, for 7 benchmarks, the auto-tuning returned by the auto-tuner is actually better than the best manually-written refactoring.

There are three benchmarks whose gas usage cannot be optimized at all using our auto-tuner (benchmarks 5, 8, and 14). Among these, Congress (benchmark 5) and DAOG2X (benchmark 8) can also not be improved using the transformations written by us, and, for Kingdom (benchmark...
To answer RQ6, we compare SOLIDARE (in its fully automated mode using the auto-tuner) against a state-of-the-art tool called SYRUP [Albert et al. 2020b] which is a super-optimizer that aims to reduce gas usage of smart contracts. The result of this comparison is shown in Figure 16, where the blue bars indicate percentage gas reduction using SOLIDARE and the green bars indicate improvement achieved by SYRUP. As is evident from Figure 16, SYRUP cannot reduce gas usage as much as SOLIDARE on these benchmarks and results in an average gas saving of up to 0.6%. In particular, SYRUP focuses on optimizing arithmetic operations within a basic block, but more significant gas savings require changing the data layout, which SYRUP does not handle. Nonetheless, we believe that the types of optimizations performed by SYRUP are complementary to our proposed approach.

RQ6: SOLIDARE complements existing Solidity optimizers by improving gas usage through data layout transformations. In particular, SYRUP only achieves an average of 0.3% gas reduction on our 20 benchmarks, while SOLIDARE achieves 16.9%.

8 RELATED WORK

Data representation synthesis. Our work is related to a line of research on data representation synthesis [Delaware et al. 2015; Feser et al. 2020; Hawkins et al. 2011, 2012; Loncaric et al. 2018, 2016; Pailoor et al. 2021; Qiu and Solar-Lezama 2017; Solar-Lezama et al. 2008], where the goal is to synthesize a data representation and its operations given a high-level specification or reference implementation. For example, RELC [Hawkins et al. 2011, 2012] synthesizes data structures using relational algebra and functional dependencies. Similarly, COZY [Loncaric et al. 2018, 2016] synthesizes data structures from high-level specifications and supports a richer family of operations such as inequalities, aggregations of multiple related collections, etc. However, COZY requires a full functional specification written in its custom DSL, whereas SOLIDARE rewrites the original program. Besides data structures, prior work also synthesizes abstract data types [Delaware et al. 2015] and data layouts for relational storage [Feser et al. 2020]. In contrast, SOLIDARE solves a different problem: automatically re-implementing a program based on user-provided type-level refactoring operations. In this sense, SOLIDARE is mostly related to PRISM [Curino et al. 2013] which aims to evolve database applications based on user-provided schema modification operators. It is

---

11SYRUP achieves similar gas savings of 0.59% on the benchmarks used in [Albert et al. 2020b].
also related to MIGRATOR [Wang et al. 2019a] that synthesizes an equivalent database program over the new schema. However, the problem solved by SOLIDARE is more challenging than those solved by PRISM and MIGRATOR: rather than re-writing SQL queries, SOLIDARE needs to re-implement an entire program written in an imperative programming language.

**Type-level refactorings.** Our work is also related to a line of research on type-level refactorings [Balaban et al. 2005; Dig et al. 2008; Henkel and Diwan 2005; Ketkar et al. 2019; Steimann and Thies 2009; Tip et al. 2011, 2003], where the goal is to preserve program behavior after changing type names or class definitions. For example, T2R [Ketkar et al. 2019] solves the type migration problem that aims to replace an existing type \( T \) with another type \( R \), such as replacing HashMap with TreeMap. It performs type constraint analysis to handle dependencies that propagate over assignment operations, method hierarchies, and subtypes. Another related work is that of Steimann et al. [Steimann and Thies 2009] which focuses on changes to access modifiers (e.g. from public to private). It formalizes the accessibility of fields and methods as constraint rules and computes necessary changes of access modifiers to preserve program behavior. However, none of these prior efforts can handle data type refactorings addressed in this paper.

**Analysis of smart contracts.** There have been many proposals for analyzing smart contracts, including fuzzing techniques [Jiang et al. 2018], runtime validation approaches [Li et al. 2020], symbolic execution [Kalra et al. 2018; Luu et al. 2016], type systems [Das et al. 2020], and formal verification [Lin et al. 2021; Permenev et al. 2020; Wang et al. 2019b]. Most techniques in this space aim to find security vulnerabilities or prove safety of smart contracts. For example, **OYENTE** [Luu et al. 2016] performs symbolic execution to identify signals of vulnerabilities like reentrancy and transaction-order dependencies. **SYLTHESES** [Li et al. 2020] instruments a smart contract based on a user-specified invariant and produces a new contract that rejects all transactions violating the invariant. In contrast, SOLIDARE aims to reduce gas usage but leverages an equivalence checker to establish the correctness of the refactored contract.

**Gas optimization for smart contracts.** Existing approaches for gas optimization can be categorized into two classes, namely, superoptimization-based and pattern-based. Superoptimization approaches [Albert et al. 2020a,b] find the gas-optimal block of code in the CFG of the smart contract. For instance, Albert et al. [Albert et al. 2020b] use a Max-SMT solver to search for optimized versions of a given contract, and Gasol [Albert et al. 2020a] optimizes a smart contract by replacing storage access with semantics-preserving memory access. On the other hand, pattern-based approaches [Chen et al. 2017, 2018] optimize contracts based on pre-defined rewrite rules. For example, **GASPER** [Chen et al. 2017] uses symbolic execution to identify seven gas-costly programming patterns such as dead code, repeated computations in a loop, etc. We believe that these approaches are complementary to ours and can be used in conjunction with SOLIDARE. Finally, it is worth noting that SOLIDARE can also benefit from advances in smart contract gas analysis [Albert et al. 2020a, 2019; Das and Qadeer 2020; Sergey et al. 2019] to reject candidate programs that are guaranteed not to reduce gas usage.

9 CONCLUSION

We have presented SOLIDARE, a new tool for automatically re-implementing smart contracts based on type-level refactorings provided by the developer. SOLIDARE provides a DSL for expressing type-level refactorings, and, given a Solidity program and a type-level transformation expressed in this DSL, SOLIDARE automatically synthesizes an equivalent Solidity program using the new data types. Our experiments on a set of real-world contracts demonstrate that SOLIDARE is practical and can be used to reduce gas usage. Furthermore, when used with the proposed auto-tuner, SOLIDARE can be used to reduce the gas usage of smart contracts fully automatically.
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