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Outline

1. Why Software Defined Network?
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Traditional per-router control plane
each router computes its own forwarding table after exchanging 
control plane info with other routers
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tables. In this example, a routing algorithm runs in each and every router and both 
forwarding and routing functions are contained within a router. As we’ll see in Sec-
tions 5.3 and 5.4, the routing algorithm function in one router communicates with 
the routing algorithm function in other routers to compute the values for its forward-
ing table. How is this communication performed? By exchanging routing messages 
containing routing information according to a routing protocol! We’ll cover routing 
algorithms and protocols in Sections 5.2 through 5.4.

The distinct and different purposes of the forwarding and routing functions can 
be further illustrated by considering the hypothetical (and unrealistic, but technically 
feasible) case of a network in which all forwarding tables are configured directly by 
human network operators physically present at the routers. In this case, no routing 
protocols would be required! Of course, the human operators would need to interact 
with each other to ensure that the forwarding tables were configured in such a way 
that packets reached their intended destinations. It’s also likely that human configu-
ration would be more error-prone and much slower to respond to changes in the net-
work topology than a routing protocol. We’re thus fortunate that all networks have 
both a forwarding and a routing function!

Values in arriving
packet’s header

1

2
3

Local forwarding
table

header

0100
0110
0111
1001

1101

3
2
2
1

output

Control plane

Data plane

Routing algorithm

Figure 4.2 ♦ Routing algorithms determine values in forward tables
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Motivation:
What is difficult/impossible in traditional routing?
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Difficult to specify a preferred path with traditional routing

6

Q: what if network operator wants u-to-z traffic to flow along 
uvwz, rather than uxyz?

A: need to re-define link weights so traffic routing algorithm 
computes routes accordingly (or need a new routing algorithm)!

link weights are only control “knobs”: not much control!



2

2

1
3

1

1

2

5
3

5

v w

u z

yx

Traditional routing cannot split traffic
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Q: what if network operator wants to split  u-to-z traffic 
along uvwz and uxyz (load balancing)?
A: can’t do it



With traditional routing, 
Impossible to use different routes for different flows
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Q: what if w wants to route blue and red traffic differently from w to z?

A: can’t do it (with destination-based forwarding)

2

2

1
3

1

1

2

5
3

5

v w

u z

yx

GF and SDN can be used to achieve any routing desired!



Imagine your life as a network administrator

You just bought bunch of routers…
The routers come pre-baked with a set of protocols
You cannot directly do what you want!

Need more knobs for better traffic engineering and 
more dials for better understanding of whole network



SDN moved control plane out of individual routers

Traditionally both control plane and data plane lived in one place (router)

In SDN a controller software defines what network (routers) should do



SDN uses a logically centralized control plane
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Remote controller computes, installs forwarding tables in routers
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• Easier management
o Less router misconfigurations
o Greater flexibility of traffic flows

• Allows “programmable” network

• Unbundling allowed rich innovation
o No longer ”monolithic” or “vertically integrated” into a single router/switch

Why logically centralized control plane?



SDN analogy: mainframe to PC revolution
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Outline

1. Why SDN?
2. SDN architecture
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Software Defined Networking Highlights
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What consists of SDN?



#1 Data-plane switches
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§ fast, simple, commodity switches 
implementing generalized data-plane 
forwarding in hardware

§ flow (forwarding) table computed, 
installed under controller supervision

§ Use OpenFlow protocol to 
communicate with the controller
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#2 SDN Controller (Network OS)
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§ maintain network state information
§ implemented as distributed system 

for performance, scalability, fault-
tolerance, robustness

§ interacts with network applications 
“above” via northbound API

§ interacts with network switches 
“below” via southbound API
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#2 SDN controller details: What is inside?
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Network-wide distributed, robust  state management

Communication to/from controlled devices

Link-state info switch infohost info

statistics flow tables…

…  

OpenFlow SNMP…  

network 
graph intent

RESTful
API

…  
Interface, abstractions for network control apps
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interface layer to network 
control apps: abstractions API



#3 Network-control Applications
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§ “brains” of control:  
implement control functions 
using lower-level services, API 
provided by SDN controller

§ unbundled: can be provided by 
3rd party: distinct from routing 
vendor, or SDN controller
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SDN: control/data plane interaction example
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S1, experiencing link failure uses 
OpenFlow port status message to 
notify controller

1

SDN controller receives OpenFlow 
message, updates link status info
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Dijkstra’s routing algorithm 
application has previously registered 
to be called when ever link status 
changes.  It is called.
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access network graph info, link 
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SDN: control/data plane interaction example
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link state routing app interacts 
with flow-table-computation 
component in SDN controller, 
which computes new flow tables 
needed
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controller uses OpenFlow to 
install new tables in switches 
that need updating
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Outline

1. Why SDN?
2. SDN architecture
3. ICMP
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ICMP is used by network devices
to diagnose network communication issues

Mainly to figure out
■ Is destination network reachable?

■ Is destination host reachable?
■ Is destination port reachable?



ICMP is considered network layer protocol
Because
■ ICMP helps diagnosing network layer

But
■ ICMP is implemented in one layer above network layer
■ ICMP messages are carried by IP datagram as part of IP payload
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Ping:“are you there?”
Src sends ICMP echo request every n seconds 
Dst replies with ICMP echo reply
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Traceroute: “Show me routes from here to X”

24



How to implement traceroute? Use TTL!
• ICMP dictates…

o Any router/host must respond upon receiving a packet with TTL = 0 to original src
o Any host must respond upon receiving a packet with non-existing port to original src
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Traceroute shows each hop from src to dst
■ src sends out UDP segments with 

unlikely port number
o Segment 1 has TTL of 1: expires at 1st hop

o Segment 2 has TTL of 2: expires at 2nd hop
o Segment 3 has TTL of 3: expires at 3rd hop
o …

■ router at which TTL expires sends back Time Exceeded (ICMP warning) to 
back to src

■ dst with no such UDP port open sends dst port unreachable (ICMP warning) 
back to src
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Traceroute shows each hop from src to dst
■ src sends out UDP segments with 

unlikely port number
o Segment 1 has TTL of 1: expires at 1st hop

o Segment 2 has TTL of 2: expires at 2nd hop
o Segment 3 has TTL of 3: expires at 3rd hop
o …

■ router at which TTL expires sends back Time Exceeded (ICMP warning) to 
back to src

■ dst with no such UDP port open sends dst port unreachable (ICMP warning) 
back to src

How does src know when to stop sending segment?
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