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This talk

Illustrative applications of NLP and Machine Learning 
methods, aiming to improve healthcare in an era of 
information overload.
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Talk overview


•  A tour of work in NLP + health, including:

–  Evidence-based medicine (EBM)

–  Modeling patient-doctor communication

–  Social media (surveillance) 


•  Caveat: This is not a general survey! NLP + health is a huge 
sub-area; this is an extremely biased sampling of work I’ve 
done or am familiar with.

–  No coverage of, e.g., EHR mining




Evidence-based medicine + NLP/ML




Evidence-Based Medicine n.
The conscientious, explicit and judicious 
use of current best evidence in making 
decisions about the care of !
individual patients!



… only 20 percent of medical practices are based 
on rigorous research evidence … The rest are 
based on a kind of folklore.

	
  
	
  
	
  
	
  
	
  



From biomedical articles to 
actionable evidence










On average, 75 articles describing results from clinical 
trials are published every day."
 "



The data deluge


Bastian, PLoS Med, 2010





The automation of systematic reviews
Would lead to best currently available evidence at the push of a button
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The Cochrane handbook stipulates that systematic reviews

should be examined every two years and updated if needed,
1

but time and resource constraints mean that this occurs for only

a third of reviews.
2
Indeed, it may take as much time to update

a review as it did to produce the original review. If this effort

were redirected at developing methods to automate reviews,

then updating might one day become almost effortless,

immediate, and universal.

In his novel Player Piano, Kurt Vonnegut Jr describedmachines

that record the hand motions of artisans and replay them to

reproduce a perfect copy of the artefact, more quickly and more

economically. Such automation is needed in the update and

even creation of systematic reviews, because the capability of

the human machinery for review increasingly lags behind our

capacity to produce primary evidence.
3
The current reality is

that many reviews are missing or outdated,
4
and it is hard to

imagine a solution that does not involve some automation.
5

Technology has advanced such that software can be used at

least to semi-automate evidence discovery and synthesis. The

idea of automating aspects of systematic review is not new, and

computer systems that can reason from the literature to support

clinical decision making have long been imagined.
6

Four basic tasks underpin systematic review—retrieving the

relevant evidence in the literature, evaluating risk of bias in

selected trials, synthesising the evidence, and publishing the

systematic review—and technology can help in each.

Evidence retrieval is now well understood and easily done, and

it should be the primary function of automation. Meta-search

engines can retrieve published trials from multiple databases,

automatically translating between different query languages.
7

This is aided by specialised databases for clinical trials, which

include well structured trial information.
8
Whether curated

manually by experts or automatically by computer, such

structured trial banks are suitable for further automation.

Machine learning systems are being developed to help further

with the process of citation screening.
9

The effort devoted to evaluating risk of bias and evidence

synthesis can be reduced by text extraction algorithms that

identify specific information elements in a document.
10
ExACT,

for example, is designed to help systematic reviewers by

highlighting sentences and phrases containing information about

population, intervention, control, outcome (“PICO”) and

randomisation. This algorithm has a reported precision and

recall of greater than 90%.
11

Moving from information extraction to its synthesis is far more

challenging and will depend on computational reasoning across

multiple documents.
12
An early example is a system that

monitors the literature and alerts reviewers when new evidence

appears that is likely to change the conclusions of a systematic

review.
13
Although text extraction algorithms typically use

statistical methods to identify specified elements in a document,

multi-document synthesis will probably require mixed methods

that harness specific knowledge about the structure and process

of clinical trials to guide interpretation.
14
Multi-document

methods are needed both for multi-trial meta-analyses and for

single trials reported in multiple places—for example, if

randomisation is reported in a protocol paper but not in the

results paper.

Natural language generation algorithms can help publish

systematic reviews by generating human readable text from trial

reports or banks. Together with visualisation tools (for example,

for creating CONSORT diagrams), introducing automation here

may lead to more uniform and systematic accounts of the

evidence.

In light of systems already available, intelligent systems could

probably be derived to help across these four main tasks of

performing systematic reviews, to learn from reviewers, and

then to replicate their approaches. As reliability improves, these

tools will move from aiding humans to becoming reliable

autonomous systems that can update systematic reviews with

the latest available evidence.

Currently, many systematic reviews, and all Cochrane reviews,

require well structured peer reviewed protocols before any

review of the evidence starts,
1
to ensure objectivity and

repeatability of the review. These protocols are a formal

representation of the actions that a reviewer is about to execute
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Lots of work in this space

•  Two recent surveys:


–  O’Mara-Eves, Alison, et al. "Using text mining for study 
identification in systematic reviews: a systematic review of current 
approaches." Systematic reviews 4.1 (2015): 5.


–  Jonnalagadda, Siddhartha R., Pawan Goyal, and Mark D. 
Huffman. "Automating data extraction in systematic reviews: a 
systematic review." Systematic reviews 4.1 (2015): 78.


–  More resources at:
https://github.com/bwallace/automating-ebm-resources/wiki/
Papers


•  I’ll present just a specific piece of this work in class today




Semi-automating Risk of Bias (RoB) assessment

Iain J. Marshall, Joël Kuiper, and Byron C. Wallace. RobotReviewer: Evaluation of a System for Automatically 
Assessing Bias in Clinical Trials. Journal of the American Medical Informatics Association (JAMIA). 2015 (in press).  !
!
Joël Kuiper, Iain J. Marshall, Byron C. Wallace, and Morris A. Swertz. Spá: a web-based viewer for text mining in 
evidence based medicine. In Proceedings of the European Conference on Machine Learning (ECML), pages 452–455. 
Springer, 2014.!
!
Iain J. Marshall, Joël Kuiper, and Byron C. Wallace. Automating risk of bias assessment for clinical trials. In 
Proceedings of the ACM Conference on Bioinformatics, Computational Biology and Health Informatics (BCB), pages 
88–95. ACM, 2014. [selected as the best paper on public heallth]!

Semi-automating data extraction

this work supported by NIH grant R01LM012086




Automating PICO extraction

Byron C. Wallace, Joël Kuiper, Aakash Sharma, Mingxi (Brian) Zhu and Iain J. Marshall. Extracting PICO Sentences 
from Clinical Trial Reports using Supervised Distant Supervision. Under review at the Journal of Machine Learning 
Research (JMLR).!



Randomized Control Trials (RCTs)


Control 
group

Intervention
group

Population

Volunteers Randomize
to

Outcomes

Outcomes



Risk of Bias (RoB)


A key step in evidence synthesis: assessing 
the reliability of individual trials


– Assess risks of bias across several ‘domains’








https://robot-reviewer.vortext.systems/

https://github.com/ijmarshall/robotreviewer




The machine learning task


Input: a full-text paper Machine Learning

A Full Paper
…

Patients were blinded to 
the treatment they 
received
…

A Full Paper

We report results from a 
study of …

Output: RoB assessments and 
supporting quotes



Traditional supervised learning


learner

unlabeled 
data U

labeled 
data L

predictive 
model



Collecting annotations is expensive and time-consuming. "
"
Instead, we will use previously conducted reviews to 
train ML models.


Training data






The Cochrane Database of 
Systematic Reviews (CDSR)




•  We’ve linked 13,000 CDSR entries to published full-text 

PDFs describing trials





•  We derive labels on articles and sentences from the CDSR




Distant supervision

alternatively, supervision by database


h(x)structured data

unstructured data

distantly labeled data
rules/heuristics 

Craven & Kumlien, AAAI, 1999



Distant supervision via the CDSR


CDSR

(unannotated) full-text articles

link structured data 
about trials to articles

paper

Distant Supervision for Clinical Trial Sample Size Extraction

Abstract

We develop a model for automatically ex-
tracting the sample size from the free text
of clinical trial abstracts. We demonstrate
that training this model via distant supervi-
sion (by leveraging the Cochrane Database
of Systematic Reviews) results in perfor-
mance comparable to a fully supervised
approach, with extremely minimal explicit
human annotation. This work demonstrates
the promise of distantly supervised models
with existing data sources for automating
data extraction in the biomedical domain.

1 Introduction & Motivation

Evidence-Based Medicine (EBM) looks to inform
clinical practice in light of the best available evi-
dence. Systematic reviews are rigorous syntheses of
the studies pertaining to specific clinical questions.
They are vital tools of EBM, and are increasingly
used to inform all levels of healthcare, from bed-
side decisions to policy-making (Petticrew, 2001).

But producing and maintaining such reviews is
becoming increasingly onerous due in part to the
exponential expansion of the biomedical literature
base. Producing a single review requires between
1000–2000 person hours (Allen and Olkin, 1999).

Conducting systematic reviews is therefore la-
borious and expensive, especially as reviews are
typically undertaken by highly trained individu-
als. The number of systematic reviews is rapidly
increasing, thus multiplying costs (over 27,000 re-
views were published in 2012). The generation of
primary evidence is now outpacing our ability to
synthesize it given pragmatic resource constraints
(Bastian et al., 2010; Wallace et al., 2013). If we
are to keep systematic reviews and related EBM
products current, we need to optimize the steps
involved in conducting evidence synthesis.

Data extraction (extracting variables of interest

We evaluated the efficacy of pramipexole versus 
placebo in restless legs syndrome (RLS) for 6 
weeks. Overall, 345 patients were randomly 
assigned in a 1:2 ratio to receive …

Figure 1: A sample annotated excerpt from an ab-
stract. Here pramipexole and placebo are the treat-
ments; the total sample size is 345.

from the free text of articles describing clinical tri-
als) represents a substantial part of the systematic
review workload. In this paper we explore automat-
ing the data extraction task. Here we simplify the
task by focussing on extracting the trial sample
size (number of participants) from article abstracts.
Methods to extract such information from free text
have the potential to greatly mitigate the workload
involved in producing systematic reviews.

Our main contribution is a distantly supervised
(Snow et al., 2004; Mintz et al., 2009) approach to
sample size extraction that leverages the Cochrane
Database of Systematic Reviews (CDSR) (The
Cochrane Collaboration, 2014). We show that
by exploiting this resource we can achieve extrac-
tion performance comparable to a fully supervised
approach, with extremely few labels (we use la-
beled data only for hyper-parameter tuning). This
is promising because it implies that existing cu-
rated resources can be leveraged to automate data
extraction. Such databases already exist and are
growing in size, and include the CDSR and the re-
cently established Systematic Review Data Reposi-
tory (SRDR) (Ip et al., 2012).

We next describe the data we use in this work
(including a new corpus of biomedical abstracts
annotated by the authors). We review related work
in Section 3, describe our methods in Section 4,
report results in Section 5 and end with a brief
discussion in Section 6.

annotated training set 
of full-text articles



Machine learning approach overview


•  Regularized linear models (parameterized by w)



•  Very high-dimensional, sparse feature space 




•  Parameter estimation via stochastic gradient descent




Document-level objective


regularizer


empirical loss


“low” or “high/unknown” risk of 
bias for domain q




… and basically the same for 
sentence model


indicates whether sentence j in article i 
supports risk of bias judgement for 
domain q


s subscript for sentences




But article level assessments are not independent of 
supporting sentences.




as before: document level features 


features that indicate tokens present in the 
supporting sentence for this domain


A simple joint model




A simple joint model


e.g., computer generated indicates low risk for 
poor randomization; double blind does so for 
proper blinding




A simple joint model

At test time, we don’t know which sentences support 
assessments for which domains, so we use the predictions.


mi sentences in document i


prediction that sentence 0 supports 
judgment for domain q




This model ignores correlations between domains.



We use a multi-task approach to tie weight vectors 
across domains in a joint model.




Multi-task learning

•  Predict multiple outputs from a shared 

representation


•  Allows ‘borrowing of strength’ across tasks




A ‘frustratingly easy’ approach


sentences were labeled as irrelevant. This strategy produces incom-
plete labels and specifically would be expected to have high precision
and low recall. Cochrane review authors are likely to quote one or two
sentences that they feel best justify a risk of bias judgment. Ideally, all
text relevant to the bias decision would be labeled.

Machine-Learning Approach
We use a novel multi-task variant of the soft-margin Support Vector
Machine (SVM) 14 that maps articles to risk of bias assessments (low
or high/unclear) (task 1) and simultaneously extracts sentences sup-
porting these judgments (task 2). Multi-task learning refers to scenar-
ios where the aim is to induce classifiers for multiple, related
classification problems or ‘tasks’.15 Here, bias assessment for the re-
spective domains constitute our related tasks.16

Our approach includes two novel components. First, we explicitly
incorporate features derived from sentences that support risk of bias
assessment into the document-level model that predicts the RoB.
Second, we jointly model RoB across all domains, for both sentence
and document-level predictions.

The document-level feature space comprises the uni- and bi-
grams of the full-text documents as a foundation. To incorporate sup-
porting sentence information into this basic document-level model, we
append interaction features for each sentence, which cross the sen-
tence relevance to the domain of interest (relevant v not relevant) with
the textual features from that sentence (uni- and bi-grams). We have
presented details of this method elsewhere.7 Intuitively, the word
‘computer’ appearing in a sentence concerning randomization may
strongly indicate a low risk of bias, but the same word elsewhere in
the document may have little predictive power. The interaction fea-
tures we introduce aim to capture such information. To create these
interaction features when training the model, we use data on sentence
relevance taken directly from the CDSR. At test time, however, we do
not know which sentences support risk of bias assessments for the
respective domains, and we therefore use the sentences predicted as
relevant by our sentence classifier.

Here we extend this model to borrow strength across risk of bias
domains, using a multi-task approach for both sentence and docu-
ment-level classifications. Specifically, we introduce ‘interaction fea-
tures’ that represent the intersection of domains and token (word)
indicators. Denoting the number of domains by k, we insert k copies
of each feature vector x (one per domain) for each instance, in addition
to a shared copy of x common to all domains (see Figure 3 for a sche-
matic of this approach). For example, there will be a feature corre-
sponding to the presence of the word ‘computer’ and the target
domain randomization. This will be non-zero only in columns that
comprise the copy of x specific to randomization. Note that this can be
viewed as an instantiation of Daumé’s frustratingly easy domain adap-
tation approach.17 Our sentence model is thus trained jointly across all
risk of bias domains; the shared component enables information shar-
ing between them. We adopt this approach for both the sentence and
the document-level models.

For a new article (at test time), we then use the multi-task sen-
tence model to generate predictions for each sentence regarding
whether it is likely to support assessments for the respective domains.
Before a document-level RoB prediction is made, indicators corre-
sponding to the tokens comprising sentences predicted to be relevant
are inserted into the vectors representing documents. This is done for
each domain. These document representations include a shared com-
ponent across domains (again enabling borrowing of strength).
Therefore, sentence-level predictions (made via a multi-task sen-
tence-level model) directly inform our multi-task document-level

model. This realizes a joint approach to predicting sentence-level rele-
vance and document-level assessments across related tasks.

For both the sentence- and document-level model, we adopt a lin-
ear classification model defined by a weight vector w, such that
y¼ L(w"x), where L maps the continuous score to a categorical label
of 0 (when w"x< 0) or 1 (w"x# 0). We use the hinge-loss function,
which imposes no loss when the model prediction is correct and a
loss proportional to the magnitude of w"x when the prediction is incor-
rect. We combine this with a squared L2 penalty term on the model
parameters to form our objective, which describes a linear-kernel
soft-margin SVM.14 This objective is shown in Equation 1. For the sen-
tence-level model, we sum the loss over the sentences comprising
each distantly labeled document. The joint, multi-task modeling we
have proposed is effectively realized by augmenting the feature space;
for example, by inserting into document or sentence vectors shared
and domain-specific copies of token indicators. Note that in our

Figure 3: A schematic depiction of our multi-task
learning approach. We define a joint classification
model across domains. To achieve this, we include k
representations of each instance (e.g., document) d in
the design matrix, one per risk of bias domain. We
construct the target vector y with the corresponding
per-domain labels for d (derived from the CDSR). Each
of the k entries for d comprises kþ1 concatenated
vectors of length equal to the vocabulary size (V),
where for the document model this vocabulary is the
union of unique uni- and bi-grams appearing in at
least two articles, and for the sentence model V is the
union of uni- and bi-grams appearing in at least two
supporting sentences. The first copy of V in each row
is shared across all entries representing the corre-
sponding article; the remaining are domain specific
copies. Thus in any given row, all but two of these
sub-vectors will be zero vectors. Specifically, each
row i will contain two non-zero vectors that are copies
of the bag-of-words representation (binary indicators
for V) for instance i (xi): one shared and the other do-
main specific. The shared component allows borrow-
ing of strength across domains, while the domain-
specific components enable the model to learn words
that signal low risk of bias (or the likelihood of sup-
porting RoB assessment, for the sentence prediction
task) only in specific domains.

RESEARCH
AND

APPLICATIONS

Marshall IJ, et al. J Am Med Inform Assoc 2015;0:1–10. doi:10.1093/jamia/ocv044, Research and Applications
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•  Joint model achieves an 
average of 3+% absolute 
improvement in accuracy 
over baseline (mean 
0.70 v 0.73)


•  Still 5-10% behind 
humans (~80% accurate)


randomization


allocation

concealment


blinding of 

participants &

personnel


blinding of 

outcomes

assessment




Sentence evaluation


•  We showed domain experts sentences extracted for 
different domains by 


(1) random guessing (a baseline approach)

(2) human reviewers (i.e., from the Cochrane database)

(3) our model




•  They didn’t know where these sentences came from. 


•  They rated sentences as highly relevant, somewhat 
relevant, or not relevant. 




Sentence evaluation


percent of sentences deemed ‘highly 
relevant’ by experts




Sentence evaluation


performance is actually better, and at least non-inferior, to 
human performance if we consider the top-3 sentences 
extracted by the model




Statistical models of "
patient-doctor communication


Wallace, Byron C., et al. "A Generative Joint, Additive, Sequential Model of Topics and Speech 
Acts in Patient-Doctor Communication." EMNLP, 2013.



Wallace, Byron C., et al. "Automatically annotating topics in transcripts of patient-provider 
interactions via machine learning." Medical Decision Making (2013): 0272989X13514777.



Wallace, Byron C., et al. "Identifying Differences in Physician Communication Styles with a Log-
Linear Transition Component Model." AAAI, 2014.








Patient-doctor communication


•  Patient-doctor communication is a critical part of quality care"



•  Especially for patient-centered care

-  Patients need to understand what is wrong with them, 

steps to fix it and why those steps will work




•  There are significant correlations between verbal behaviors 
and health outcomes


•  But it’s difficult to study




Patient-doctor communication

Role Utterance Topic Speech act

D Let me just write down some of these

issues here so I get them straight in my

mind.

Logistics Commissive

P Doctor you ain’t got to tell me nuttin’. Socializing Directive
P I’m in very good hands when I’m

around you.

Socializing Give Info.

P If push comes to a shove, you open the

window and throw me out.

Socializing Humor/Levity

D I wanted to ask you, too - Biomedical Conv. Mgmt.
D you know you had that colonic polyp - Biomedical Ask Q.
D - is it two years from now that they’re

going to be doing the repeat?

Biomedical Ask Q.

P Yeah. Biomedical Conv. Mgmt.
D We’ll do the repeat coloscopy in about

two years.

Biomedical Give Info.

Table 1: An excerpt from a patient-doctor interaction, annotated with topic and speech act codes. The D
and P roles denote doctor and patient, respectively. Conv. Mgmt. abbreviates conversation management;
Ask Q. abbreviates ask question.
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Topics


Topic Codes
 Description

Biomedical
 Patient health and treatment: “what medication do you 

take?”


ARV
 Adherence barriers; "so you're taking your meds"


Psychosocial
 Substance abuse, jobs, housing, etc.; "My job is really 
stressful right now."


Logistics
 Appointments; "I need to get that script refilled"

Physical examination
 “Take a deep breath”

Socializing
 “Did you see the ball game?”




The utility of topic annotations


•  Quantitatively address questions about communication"



•  Consider an intervention intended to alter doctor 
communication around ARV adherence

-  How do we know if it worked? 







Wilson et al., 2010

•  Administered an intervention to a bunch of doctors



•  Counted ARV adherence utterances in conversations before and 

after intervention: is there a difference?


•  116 visits manually annotated (58 visits before/58 after) 

-  Median ARV utterances in controls (no intervention): 49.5

-  And in cases (intervention): 76

-  p-value = 0.067


•  But annotation is laborious. Can we automate it?




Predicting topics given utterances


“My stomach hurts” 
 Biomedical


•  Standard structured learning problem 



•  Standard structured learning approach (that 

you’re now familiar with) conditional random field


labels. In our case, for example, it is very likely that adjacent utterances will share the same topic, due to
the nature of conversations: people tend to stay on topic. Similarly, an ask question speech act will often be
followed by an utterance that gives information.

Some additional jargon and notation is in order to ease presentation. We will denote the individual
observations (here, utterances) that constitute a sequence (a physician-patient interaction) by u

t

, and their
vector representations by x

t

; these are often referred to as instances, and the entries in the instances are
referred to as the features. Here, features will usually be words, but may also include punctuation, e.g.,
‘!’; we will refer to the set of all symbols that we model as tokens. Specifically, for text one typically uses
Bag-of-Words (BoW) representation, in which documents (or in our case, utterances) are mapped to long,
sparse vectors in which each index represents the presence (represented by 1) or absence (0) of a word
[58, 39, 17].4 We will denote the label (e.g., topic code) of utterance u

t

by y

t

. As time passes, the ‘move’
from y

t�1 to y

t

is referred to as a transition.
Broadly, models for such data fall into two categories: generative and discriminative. Those in the

former category model the joint probability of the observations and transitions, while those in the latter only
model the conditional probability of labels, given observations. We will primarily be interested in generative
models, because these are better suited to exploratory data analysis. However, discriminative models often
provide better predictions.

A natural generative model for a single outcome is defined by factoring sequences into emission and
transition probabilities. Emissions refer to the conditional probability of observing an instance x

t

(i.e., a
representation of an utterance) given the corresponding label y

t

. Emissions can be modeled via a multino-
mial that captures the conditional probabilities of tokens given labels. To make this tractable, typically one
makes the standard naı̈ve assumption that words are generated independently of one another, conditioned
on a label. Formally (letting x

tj

2 x
t

denote non-zero entries in x
t

):

P (u

t

|y
t

) = P (x
t

|y
t

) =

Y

xtj2xt
P (x

tj

|y
t

) = ⌧

yt,xtj (1)

where ⌧ terms are introduced for each feature (token) and class pair. Transitions, meanwhile, capture the
probability of the sequence of the labels. To make this tractable, one usually assumes that the probability
of transitioning to a given state (the probability that an utterance has an associated label y

t

) depends only
adjacent utterance labels. This is referred to as the Markov assumption. Stated formally:

P (y

t

|y0, ..., yt�1) = P (y

t

|y
t�1) = �

yt�1,yt (2)

Taken together, the two above equations define a generative model of utterances, with respect to a single
label set (e.g., the speech act codes). More sophisticated variants of this type of approach exist and are
sometimes called Dynamic Bayes Nets [60]; we will briefly discuss some of these in Section 5.

The model just reviewed is fully generative, in that it models the production of observations (e.g., utter-
ances) and the transitions between states. By contrast, Conditional Random Fields (CRFs) are discriminative
models: they model only the conditional likelihood of y given x (they do not model x). CRFs use the for-
malism of factor graphs [54] to model the relationship between adjacent observations (utterances). CRFs
constitute a family of models that subsume a wide range of possible structures. Usually for language tasks
one uses linear-chain CRFs, which make the same Markov assumption made above, i.e., that the likelihood
of a label depends only on neighboring states. Specifically, this model defines the probability of a sequence
of labels (topic or speech act codes) y corresponding to a given set of utterances x as:

p✓(y|x) =
1

Z✓(x)
exp

(
TX

t=1

KX

k=1

✓

k

f

k

(y

t�1, yt, xt)

)
(3)

4Many variants of this approach exist, but the basic idea is the same.
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“How do you feel?”
 Biomedical

Input Output 



Topic Prediction Results


Average overall accuracy: about 64% (62% to 66%)



Average Kappa: .49 (.47 to .53)




Topic prediction results


methods. We report averages and ranges of two performance metrics: accuracy and kappa. The former cap-
tures overall agreement of the models topic predictions with the humans annotations; the latter adjusts this
measure to account for agreement by chance (one could achieve 42% accuracy by just coding each utterance
as biomedical, the most frequent topic). We report these in Section 4. (Results using a generative model
were largely comparable, though slightly lower.)

The results are imperfect but promising; 50% kappa is moderately strong agreement [82]. To contextual-
ize these results in terms of their implications for interpreting physician-patient interactions, we can compare
the predicted versus true (mean) frequencies of topics over the duration of visits to see if they agree. To this
end, we broke each visit into 10 equally long time periods (deciles). Figure 2 plots the average empirical
(solid) and predicted (dotted) proportions of each topic over these deciles. Encouragingly, the latter indeed
tracks the former, and seems to capture broad trends. For example, both exhibit the upward tick in logistics
at the end of visits.

Figure 2: Average relative topic frequencies over deciles in
patient-provider conversations. The solid line is the empirical
(true) proportion; the dotted line corresponds to average model
predictions (over test sets).

We also used the automatic annotations to
reproduce the results from the MAP study [85]
(we described this dataset in Section 2.2). Wil-
son et al. [85] demonstrated that this inter-
vention indeed increased adherence-related di-
alogue, as assessed by manually annotating ut-
terances with topic codes. Here we explore
whether the predicted codes tell the same story,
demonstrating a potential practical application
of automated annotation technology. We tally
codes predicted by the model and compare
these to counts of manually assigned codes
(following the original analysis). According
to the manually assigned topic codes, the me-
dian numbers of ARV utterances in the control
and intervention visits are 49.5 and 76, respec-
tively. According to the predicted topic codes,
the corresponding medians are 39 and 55. Us-
ing a Wilcoxon signed rank test to assess significance, we calculate a p-value of .067 (corresponding to the
null hypothesis that the median numbers of ARV utterances in the case and control visits are equal) with
respect to the manually assigned topic codes. The corresponding p-value calculated using the predicted
topic codes is .036. Thus both the manually assigned and the predicted topic codes support the notion that
the intervention increases the number of ARV-related utterances. Using the predicted labels gives rise to a
slightly lower p-value compared to using manually assigned topic codes, but the difference is small and the
qualitative conclusions are identical.

In preliminary work more closely related to aim 2, some in our group have investigated methods for auto-
matically analyzing information flow in provider-patient visits using machine learning [57]. These methods
were able to identify patterns in interactions that correlated with patient survey response data. Specifically,
this work introduced a metric designed to capture ‘information flow’; this metric is a function over speech
act codes. It was shown that this metric correlates with patient-reported measures of communication quality,
and this correlation holds even when predicted codes are used in place of manually assigned ones.

Section 4 Summary
Our preliminary work using ML/NLP to process patient-physician interactions demonstrates the feasi-
bility of both of our research aims. For the first (automating annotation), we have shown that existing
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Reproducing the RCT analysis


•  From manual codes: 49.5 median ARV utterances 
for control visits and 76 for cases (p-value .067)


•  Using predicted codes: 39 for control visits; and 55 
for cases (p-value .036)


•  So predicted codes reveal the same trend at a 
comparable significance level




So we can predict topic codes, "
but is that enough?


•  Tells us what is being discussed but not how it is


•  “Would you please take your ARV meds?” vs. “You 
need to take your ARV meds!”

-  Both are ARV adherence utterances, but the 

communication styles are very different


•  Enter speech acts




A bit of sociolinguistics




Speech acts in GMIAS



•  GMIAS includes following speech act codes: ask 

question, commissive, conversation management, 
directive, empathy, give information, humor/levity, and 
social-ritual. 




Patient-Doctor communication


Role Utterance Topic Speech act

D Let me just write down some of these

issues here so I get them straight in my

mind.

Logistics Commissive

P Doctor you ain’t got to tell me nuttin’. Socializing Directive
P I’m in very good hands when I’m

around you.

Socializing Give Info.

P If push comes to a shove, you open the

window and throw me out.

Socializing Humor/Levity

D I wanted to ask you, too - Biomedical Conv. Mgmt.
D you know you had that colonic polyp - Biomedical Ask Q.
D - is it two years from now that they’re

going to be doing the repeat?

Biomedical Ask Q.

P Yeah. Biomedical Conv. Mgmt.
D We’ll do the repeat coloscopy in about

two years.

Biomedical Give Info.

Table 1: An excerpt from a patient-doctor interaction, annotated with topic and speech act codes. The D
and P roles denote doctor and patient, respectively. Conv. Mgmt. abbreviates conversation management;
Ask Q. abbreviates ask question.
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Jointly modeling topics "
and speech acts


•  Want an interpretable generative model to analyze 
interactions (not just predictions)"



•  But standard structural generative models only 
handle univariate case




Markov-Multinomial model


Topict-1

Utterancet-1

Topict

Utterancet



Markov-Multinomial model



•  Decompose sequence into transitions and emissions


it is widely appreciated that effective communica-
tion is an integral part of clinical practice (Irwin and
Richardson, 2006; Makoul, 2001; Teutsch, 2003).
We provide an excerpt of a conversation between a
patient and their doctor annotated with topics and
speech acts in Table 1. Such annotations can provide
substantive insights into how doctors communicate
with patients (Ong et al., 1995).

A concrete example of this is the use of topic
and speech act codes to assess the efficacy of an
intervention meant to influence physician-patient
communication regarding adherence to antiretrovi-
ral (ARV) medication (Wilson et al., 2010). To
measure the effect of the intervention, investigators
performed a randomized control trial in which they
quantified change in communication patterns by tal-
lying the number of information giving speech acts
that fell under the ARV adherence topic. Without
assigning both topics and speech acts to utterances,
this analysis would not have been possible.

In this work, we develop a novel component-
based generative model for bivariate, sequentially
structured problems. Our approach extends the re-
cently proposed Sparse Additive Generative (SAGE)
model (Eisenstein et al., 2011) and similar recently
developed additive models (Paul and Dredze, 2012;
Paul et al., 2013) to the case of supervised sequen-
tial tasks to capture the joint conditional influence
of topics and speech acts, both with respect to token
generation and state transitions. For brevity, we refer
to this generative Joint, Additive, Sequential model
as JAS. In contrast to previous work on speech acts,
JAS provides a single, coherent generative model of
conversations. And because it is component-based,
this model provides a flexible framework for analyz-
ing communication patterns. We demonstrate that
JAS outperforms a generative univariate baseline in
topic/speech act prediction. Further, we automati-
cally reproduce an analysis of the aforementioned
randomized control trial, and in doing so show that
JAS reproduces the results more faithfully than a
univariate approach.

2 The Markov-Multinomial Model

We begin by considering a baseline generative ap-
proach to modeling topics and speech acts indepen-
dently. This simple approach was used by Stolcke et

al. (2000) to model speech acts. It accounts for only
a single output at each time point yt 2 Y , and hence
here we model topics and speech acts independently.

A straight-forward (albeit naı̈ve) alternative
would be to treat the Cartesian product of topics
and speech acts as a single output space on which
emissions and transitions are conditioned, but this
space is too large and sparse for this approach to be
practicable. We note that the fully coupled HMM
(Brand et al., 1997) suffers from a similar exponen-
tial output state problem. The related factorial HMM
(FHMM) (Ghahramani and Jordan, 1997; Van Gael
et al., 2008), meanwhile, imposes unwarranted (in
our case) independence assumptions with respect to
state transitions along parallel chains, does not obvi-
ously lend itself to discrete observations (typically
Gaussians are assumed), and does not scale well
enough (in terms of training time) to be feasible for
our application.

The Markov-Multinomial (MM) comprises two
components; transitions and emissions. The former
is modeled by making a first-order Markov assump-
tion, specifically:

P (yt|y0, ..., yt�1) = P (yt|yt�1) = �yt�1,yt (1)

Emissions can be modeled via a multinomial
that captures the conditional probabilities of to-
kens given labels. Denoting an utterance (an utter-
ance comprises the words corresponding to a single
speech act; see Section 4) at time t by ut and its la-
bel by yt, and making the standard naı̈ve assumption
that words are generated independently conditioned
on a label, we have:

P (ut|yt) =
Y

w2ut

P (w|yt) =
Y

w2ut

⌧yt,w (2)

Both sets of parameters (the �’s and the ⌧ ’s) can be
estimated straight-forwardly using maximum like-
lihood (i.e., using observed counts). We can use
Viterbi decoding (Rabiner and Juang, 1986) to make
predictions for new sequences, as usual. To make
both topic and speech act predictions, we simply in-
duce models for each and make predictions indepen-
dently.

3 JAS: A Joint, Additive, Sequential Model

An obvious shortcoming of the simple MM model
outlined above is that it treats topics and speech acts
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components; transitions and emissions. The former
is modeled by making a first-order Markov assump-
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that captures the conditional probabilities of to-
kens given labels. Denoting an utterance (an utter-
ance comprises the words corresponding to a single
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Both sets of parameters (the �’s and the ⌧ ’s) can be
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lihood (i.e., using observed counts). We can use
Viterbi decoding (Rabiner and Juang, 1986) to make
predictions for new sequences, as usual. To make
both topic and speech act predictions, we simply in-
duce models for each and make predictions indepen-
dently.

3 JAS: A Joint, Additive, Sequential Model

An obvious shortcoming of the simple MM model
outlined above is that it treats topics and speech acts
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•  Emissions:






Jointly modeling topics and "
speech acts


model of conversation that captures both the topical content and the speech act type associated with each
utterance. We hypothesize that this model will provide more accurate automatic annotations than existing
NLP methods. Furthermore, the proposed ‘component-based’ model will be important to the proposed work
because it will provide machinery to tackle aim 2 (as we discuss below).
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Figure 3: The graphical representation of
our proposed model. For clarity, we have
denoted arrows capturing influence due to
topics with dotted lines.

An obvious means of jointly modeling topics and speech acts
would be to treat the Cartesian product of these two sets as a single
output space on which emissions and transitions are conditioned,
but this space is too large and sparse for this approach to be prac-
ticable. Alternatively, the fully coupled HMM [11, 60] provides
machinery to capture the joint structure, but it suffers from a sim-
ilar exponential output state problem. The related factorial HMM
(FHMM) [29, 81, 60], meanwhile, imposes unwarranted indepen-
dence assumptions with respect to state transitions along parallel
chains (i.e., the topic and speech act codes). Further, FHMM does
not obviously lend itself to discrete observations (typically Gaus-
sians are assumed), and the training time (via Expectation Maxi-
mization) is too intensive to be feasible for our application.

To overcome these obstacles, we propose to develop additive component transition models, which will
model both token generation and state transitions via log linear expressions that include terms for both
topics and speech acts. This model is inspired by recently developed additive component models for text
[18, 64, 65] but we propose to extend this paradigm to structured (sequential) problems. The proposed model
will be useful for exploring factors affecting transitions in NLP tasks, because it will allow state transitions to
be modeled as functions over components of interest. The graphical representation of our proposed model is
shown in Figure 3. First, we will model the probability of a word being used in an utterance u

t

as conditional
on both u

t

’s topic y
t

and its speech act s
t

. Denoting by ✓

w

the log of the ‘background’ frequency for a given
word w (observed distribution over all utterances in the corpus) and by ⌘

yt
w

, ⌘ys
w

and ⌘

st,yt
w

components
corresponding to topics, speech acts and interactions between them, respectively, we will assume:

P (w|y
t

, s

t

) / exp{✓
w

+ ⌘

yt
w

+ ⌘

st
w

+ ⌘

st,yt
w

} (4)

A normalizing constant (elided here) will be necessary to ensure a valid probability. In contrast to univariate
generative models, here we are assuming the choice of words is dictated jointly by what one is saying and
by how they are saying it. We will also assume that the probability of the next speech act and topic in
a conversation are affected both by the current topic and the current speech act. Denoting the log of the
observed frequency of topic codes by ⇡

Y , and components corresponding to the (preceding) topic, speech
act, and interactions between them by �

yt�1,yt , �st�1,yt , and �(yt�1,st�1),yt , respectively, we will assume:

P (y

t

|y
t�1, st�1) / exp{⇡Y

yt
+ �

yt�1,yt + �

st�1,yt + �(yt�1,st�1),yt} (5)

We will assume an analogous conditional transition probability for speech acts. Model parameters can be
estimated using standard optimization techniques, e.g., gradient descent. To predict annotations for a new
case, we can use standard Viterbi decoding [69], performed over a matrix of pairs of joint topic/speech act
states. As we will discuss in Aim 2, this generative, additive component model will allow for quantitative
exploration of factors that affect communication patterns.

We have outlined a novel, fully generative model of topics and speech acts that, in addition to improving
automated annotation, may be useful for exploratory analyses outlined in aim 2. However, in terms of
automated annotation (code prediction) alone, a discriminative model may outperform this fully generative
approach (indeed we used a discriminative model in the preliminary work presented in Section 4). The
family of Dynamic Conditional Random Fields [80] provide machinery to jointly model topic and speech
act codes. Thus we will explore such a model for our task, and compare its performance to the approach
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An additive component"
 sequential model: transitions
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Figure 1: The generative story of utterances, depicted graphically. On the left we show our motivating conceptualiza-
tion: a latent intent gives rise to both the topic and speech acts; these, in turn, jointly induce a distribution over words
and transitions. On the right we show our operationalization of this concept. For clarity, we have denoted arrows
capturing influence due to topics with dotted lines.

have:

P (st|st�1, yt�1) =

1

Zs
exp{⇡S

st +�st�1,st +�yt�1,st +�(yt�1,st�1),st}

(8)

Where Zs is a normalizing constant for speech acts
analogous to Equation 7. Putting things together:

P (yt, st|st�1, yt�1, ut) =

P (ut|yt, st) · P (yt|yt�1, st�1) · P (st|st�1, yt�1)
(9)

As implied by Figure 1, this model assumes that the
topic and speech act at time t are conditionally in-
dependent given the preceding topic and speech act
(yt�1 and st�1). This is intuitively agreeable be-
cause time intervenes as a blocking factor; condi-
tioning the current topic on the current speech act
(or vice versa) would contradict the fact that these
occur simultaneously. Instead, the correlation is in-
duced by the preceding topic/speech act pair.

Predictions can again be made via Viterbi de-
coding (Rabiner and Juang, 1986) over a matrix of
pairs of joint topic/speech act states. The strategy of
modeling (additive) components allows JAS to avoid
problems due to sparsity in this large output space.

Model parameters can be estimated using stan-
dard optimization techniques. We fix the ‘back-
ground’ frequencies ✓, ⇡Y , ⇡S to the corresponding
observed proportions of words, topics and speech

acts, respectively. For the remaining parameters,
one can use descent-based optimization methods.
The partial derivative for the topic-to-topic transi-
tion component �y,y0 with respect to the likelihood,
for example, is:

@

@�y,y0
=

X

s2S
C(y,s),y0 � P (y0|y, s)C(y,s),⇤ (10)

Where C(y,s),y0 denotes the observed count of tran-
sitions from topic/speech act pair (y, s) to y

0, and
C(y,s),⇤ denotes the total number of observed transi-
tions out of this pair. The term P (y0|y, s) is with
respect to the current parameter estimates and is
defined in Equation 6. The partial derivatives for
the other component parameters (both transition and
emission) are analogous. We use a Newton opti-
mization method similar to the approach outlined by
Eisenstein et al. (2011).1 We assess convergence
by calculating predictive performance on a held-out
portion (5%) of the training dataset at each step,
halting the descent when this declines.

4 Dataset

We use a corpus of patient-provider visits annotated
with Generalized Medical Interaction Anaylsis Sys-
tem (GMIAS) codes. The GMIAS has been used
to: characterize interaction processes in physician-
patient communication about ARV adherence in the
context of an intervention trial (Wilson et al., 2010);

1With the exception that we do not explicitly model the dis-
tribution over component variances.
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Figure 1: The generative story of utterances, depicted graphically. On the left we show our motivating conceptualiza-
tion: a latent intent gives rise to both the topic and speech acts; these, in turn, jointly induce a distribution over words
and transitions. On the right we show our operationalization of this concept. For clarity, we have denoted arrows
capturing influence due to topics with dotted lines.

have:
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Where Zs is a normalizing constant for speech acts
analogous to Equation 7. Putting things together:

P (yt, st|st�1, yt�1, ut) =

P (ut|yt, st) · P (yt|yt�1, st�1) · P (st|st�1, yt�1)
(9)

As implied by Figure 1, this model assumes that the
topic and speech act at time t are conditionally in-
dependent given the preceding topic and speech act
(yt�1 and st�1). This is intuitively agreeable be-
cause time intervenes as a blocking factor; condi-
tioning the current topic on the current speech act
(or vice versa) would contradict the fact that these
occur simultaneously. Instead, the correlation is in-
duced by the preceding topic/speech act pair.

Predictions can again be made via Viterbi de-
coding (Rabiner and Juang, 1986) over a matrix of
pairs of joint topic/speech act states. The strategy of
modeling (additive) components allows JAS to avoid
problems due to sparsity in this large output space.

Model parameters can be estimated using stan-
dard optimization techniques. We fix the ‘back-
ground’ frequencies ✓, ⇡Y , ⇡S to the corresponding
observed proportions of words, topics and speech

acts, respectively. For the remaining parameters,
one can use descent-based optimization methods.
The partial derivative for the topic-to-topic transi-
tion component �y,y0 with respect to the likelihood,
for example, is:
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Where C(y,s),y0 denotes the observed count of tran-
sitions from topic/speech act pair (y, s) to y

0, and
C(y,s),⇤ denotes the total number of observed transi-
tions out of this pair. The term P (y0|y, s) is with
respect to the current parameter estimates and is
defined in Equation 6. The partial derivatives for
the other component parameters (both transition and
emission) are analogous. We use a Newton opti-
mization method similar to the approach outlined by
Eisenstein et al. (2011).1 We assess convergence
by calculating predictive performance on a held-out
portion (5%) of the training dataset at each step,
halting the descent when this declines.

4 Dataset

We use a corpus of patient-provider visits annotated
with Generalized Medical Interaction Anaylsis Sys-
tem (GMIAS) codes. The GMIAS has been used
to: characterize interaction processes in physician-
patient communication about ARV adherence in the
context of an intervention trial (Wilson et al., 2010);

1With the exception that we do not explicitly model the dis-
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model of conversation that captures both the topical content and the speech act type associated with each
utterance. We hypothesize that this model will provide more accurate automatic annotations than existing
NLP methods. Furthermore, the proposed ‘component-based’ model will be important to the proposed work
because it will provide machinery to tackle aim 2 (as we discuss below).
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Figure 3: The graphical representation of
our proposed model. For clarity, we have
denoted arrows capturing influence due to
topics with dotted lines.

An obvious means of jointly modeling topics and speech acts
would be to treat the Cartesian product of these two sets as a single
output space on which emissions and transitions are conditioned,
but this space is too large and sparse for this approach to be prac-
ticable. Alternatively, the fully coupled HMM [11, 60] provides
machinery to capture the joint structure, but it suffers from a sim-
ilar exponential output state problem. The related factorial HMM
(FHMM) [29, 81, 60], meanwhile, imposes unwarranted indepen-
dence assumptions with respect to state transitions along parallel
chains (i.e., the topic and speech act codes). Further, FHMM does
not obviously lend itself to discrete observations (typically Gaus-
sians are assumed), and the training time (via Expectation Maxi-
mization) is too intensive to be feasible for our application.

To overcome these obstacles, we propose to develop additive component transition models, which will
model both token generation and state transitions via log linear expressions that include terms for both
topics and speech acts. This model is inspired by recently developed additive component models for text
[18, 64, 65] but we propose to extend this paradigm to structured (sequential) problems. The proposed model
will be useful for exploring factors affecting transitions in NLP tasks, because it will allow state transitions to
be modeled as functions over components of interest. The graphical representation of our proposed model is
shown in Figure 3. First, we will model the probability of a word being used in an utterance u

t

as conditional
on both u

t

’s topic y
t

and its speech act s
t

. Denoting by ✓

w

the log of the ‘background’ frequency for a given
word w (observed distribution over all utterances in the corpus) and by ⌘

yt
w

, ⌘ys
w

and ⌘

st,yt
w

components
corresponding to topics, speech acts and interactions between them, respectively, we will assume:
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} (4)

A normalizing constant (elided here) will be necessary to ensure a valid probability. In contrast to univariate
generative models, here we are assuming the choice of words is dictated jointly by what one is saying and
by how they are saying it. We will also assume that the probability of the next speech act and topic in
a conversation are affected both by the current topic and the current speech act. Denoting the log of the
observed frequency of topic codes by ⇡

Y , and components corresponding to the (preceding) topic, speech
act, and interactions between them by �

yt�1,yt , �st�1,yt , and �(yt�1,st�1),yt , respectively, we will assume:

P (y

t

|y
t�1, st�1) / exp{⇡Y

yt
+ �

yt�1,yt + �

st�1,yt + �(yt�1,st�1),yt} (5)

We will assume an analogous conditional transition probability for speech acts. Model parameters can be
estimated using standard optimization techniques, e.g., gradient descent. To predict annotations for a new
case, we can use standard Viterbi decoding [69], performed over a matrix of pairs of joint topic/speech act
states. As we will discuss in Aim 2, this generative, additive component model will allow for quantitative
exploration of factors that affect communication patterns.

We have outlined a novel, fully generative model of topics and speech acts that, in addition to improving
automated annotation, may be useful for exploratory analyses outlined in aim 2. However, in terms of
automated annotation (code prediction) alone, a discriminative model may outperform this fully generative
approach (indeed we used a discriminative model in the preliminary work presented in Section 4). The
family of Dynamic Conditional Random Fields [80] provide machinery to jointly model topic and speech
act codes. Thus we will explore such a model for our task, and compare its performance to the approach
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as statistically independent. They are not (as con-
firmed at statistical significance p < .001 using a
�

2 test). One would prefer a more expressive model
that conditions topic and speech act transitions as
well as the production of utterances jointly on both
the current topic and the current speech act.

More specifically, we would like a model that re-
flects the assumption that some latent intent gives
rise to both the topic and the speech act associated
with an utterance. This is consistent with Searle’s
(1969) notion of perlocutionary effects; one per-
forms speech acts with the aim of getting someone
to do something. Intent gives rise to the current
topic and speech act, and the current intent affects
the next; this induces a correlation between adjacent
topics and speech acts. This conceptual model is de-
picted graphically in the left-half of Figure 1.

The latent intent may be, e.g., to encourage a pa-
tient to take their medication more regularly. In our
application the topical content may be ARV adher-
ence and the type of speech act would be selected
by the provider (presumably to maximize the likeli-
hood of patient adherence). For example, she may
opt to urge imperatively (“You really need to take
your medicine”) or to implore with a question (“Will
you please remember to take your medicine?”). Be-
cause we have no way of explicitly modeling intent
(it is never observed), we instead rely on variables
for which we have annotations (i.e., the topics and
speech acts; see Figure 1). We next describe the
model in more detail.

We refer to the topic set by Y , the speech act
set by S and the vocabulary as W . We denote the
(log of the) background probability of word w by
✓w, and we will denote components corresponding
to deviations from ✓w due to a specific topic (speech
act) by ⌘

y
w (⌘sw). Further, we include the component

⌘

y,s
w to capture interaction effects between topics and

speech acts. We assume that the conditional proba-
bility of word w belonging to an utterance ut with
corresponding topic yt and speech act st is log-linear
with respect to these components, i.e.:

P (w|yt, st) =
1

Zw
exp{✓w+⌘

yt
w +⌘

st
w +⌘

st,yt
w } (3)

Where Zw is a normalizing term (implicitly condi-

tioned on yt and st) defined as:

Zw =
X

w02W
exp{✓w0 + ⌘

yt
w0 + ⌘

st
w0 + ⌘

st,yt
w0 } (4)

We make the standard naı̈ve assumption that words
are generated independently, given the topic and
speech act of the utterance to which they belong:

P (ut|yt, st) =
Y

w2ut

P (w|yt, st) (5)

The per-token emission probability just described
falls under the additive generative family of models
recently proposed by Eisenstein et al. (2011). How-
ever, in addition to conditional token emission prob-
abilities, here we need also to model the transition
probabilities such that the likelihood of transition-
ing to topic yt (and to speech act st) reflects both the
previous topic and the previous speech act, captur-
ing the dependencies illustrated in Figure 1. To this
end, we model topic and speech act transition proba-
bilities as log-linear functions of the preceding topic
and speech act.

We denote log of the background topic frequen-
cies by ⇡Y , and components capturing the influence
of transitioning to topic yt due to the preceding topic
and speech act by �yt�1,yt and �ys�1,yt respectively.
We also include a component �(yt�1,st�1),yt that cor-
responds to the interaction effect on topic transi-
tion probability due to the preceding topic/speech
act pair. We then model the topic transition prob-
ability (given the preceding states) as:

P (yt|yt�1, st�1) =

1

Zy
exp{⇡Y

yt +�yt�1,yt +�st�1,yt +�(yt�1,st�1),yt}

(6)
Where Zy is a normalizing term for the topic transi-
tions (implicitly conditioned on st�1, yt�1):

Zy =
X

y02Y
exp{⇡Y

y0+�yt�1,y0+�st�1,y0+�(yt�1,st�1),y0}

(7)
Similarly, denoting by ⇡S log-transformed speech
act background frequencies, and including analo-
gous components as above that correspond to the in-
fluence of the preceding topic, speech act and their
interaction on transitioning into speech act st, we

component corresponding to 
speech act 




Putting it all Together


Topict-1 Speech Actt-1

Utterancet-1

Topict Speech Actt

Utterancet

Intentt-1 Intentt

Topict-1 Speech Actt-1

Utterancet-1

Topict Speech Actt

Utterancet

Figure 1: The generative story of utterances, depicted graphically. On the left we show our motivating conceptualiza-
tion: a latent intent gives rise to both the topic and speech acts; these, in turn, jointly induce a distribution over words
and transitions. On the right we show our operationalization of this concept. For clarity, we have denoted arrows
capturing influence due to topics with dotted lines.

have:

P (st|st�1, yt�1) =

1

Zs
exp{⇡S

st +�st�1,st +�yt�1,st +�(yt�1,st�1),st}

(8)

Where Zs is a normalizing constant for speech acts
analogous to Equation 7. Putting things together:

P (yt, st|st�1, yt�1, ut) =

P (ut|yt, st) · P (yt|yt�1, st�1) · P (st|st�1, yt�1)
(9)

As implied by Figure 1, this model assumes that the
topic and speech act at time t are conditionally in-
dependent given the preceding topic and speech act
(yt�1 and st�1). This is intuitively agreeable be-
cause time intervenes as a blocking factor; condi-
tioning the current topic on the current speech act
(or vice versa) would contradict the fact that these
occur simultaneously. Instead, the correlation is in-
duced by the preceding topic/speech act pair.

Predictions can again be made via Viterbi de-
coding (Rabiner and Juang, 1986) over a matrix of
pairs of joint topic/speech act states. The strategy of
modeling (additive) components allows JAS to avoid
problems due to sparsity in this large output space.

Model parameters can be estimated using stan-
dard optimization techniques. We fix the ‘back-
ground’ frequencies ✓, ⇡Y , ⇡S to the corresponding
observed proportions of words, topics and speech

acts, respectively. For the remaining parameters,
one can use descent-based optimization methods.
The partial derivative for the topic-to-topic transi-
tion component �y,y0 with respect to the likelihood,
for example, is:

@

@�y,y0
=

X

s2S
C(y,s),y0 � P (y0|y, s)C(y,s),⇤ (10)

Where C(y,s),y0 denotes the observed count of tran-
sitions from topic/speech act pair (y, s) to y

0, and
C(y,s),⇤ denotes the total number of observed transi-
tions out of this pair. The term P (y0|y, s) is with
respect to the current parameter estimates and is
defined in Equation 6. The partial derivatives for
the other component parameters (both transition and
emission) are analogous. We use a Newton opti-
mization method similar to the approach outlined by
Eisenstein et al. (2011).1 We assess convergence
by calculating predictive performance on a held-out
portion (5%) of the training dataset at each step,
halting the descent when this declines.

4 Dataset

We use a corpus of patient-provider visits annotated
with Generalized Medical Interaction Anaylsis Sys-
tem (GMIAS) codes. The GMIAS has been used
to: characterize interaction processes in physician-
patient communication about ARV adherence in the
context of an intervention trial (Wilson et al., 2010);

1With the exception that we do not explicitly model the dis-
tribution over component variances.

•  Optimization via gradient descent "



•  Prediction via Viterbi decoding




ing/other topic covers a few cases, including utter-
ances that are effectively outside of the GMIAS uni-
verse and inaudible utterances; however we note that
missing/other is a topic explicitly assigned by hu-
man annotators. The psycho-social topic includes
such issues as substance abuse, recovery, employ-
ment and relationships. Finally, socializing refers to
casual conversation unrelated to the business of the
medical visit, and to social rituals such as greetings.

There are 10 speech acts: ask question, commis-
sive, continuation, conversation management, direc-
tive, empathy, give information, humor/levity, miss-
ing/other, and social-ritual. Ask question is self-
explanatory. Utterances in which the speaker makes
a promise or resolves to take action are commissives.
A continuation refers to the completion of a previ-
ously interrupted speech act (these are rare). Con-
versation management describes utterances that fa-
cilitate turn-taking or guide discussion (‘talk about
talk’). Directives refer to statements that look to
control or influence the behavior of the interlocutor.
Utterances that express responses to emotions, con-
cerns or feelings are coded under empathy. Com-
munication of (purported) facts falls under give in-
formation. Humor/levity captures jokes and jovial
conversation. Missing/other is the same as for top-
ics. Finally, social-ritual utterances represent for-
malities (e.g., “thank you”).

The corpus we use includes 360 GMIAS anno-
tated patient-provider interactions (median length:
605 utterances). This data originated as part of
a study designed to assess the role of the patient-
provider relationship in explaining racial/ethnic dis-
parities in HIV care. Study subjects were HIV care
providers and their patients at four US care sites.
The group responsible for the data are awaiting a
decision from the institutional review board (IRB)
regarding whether we can make this data publicly
available in some form.

5 Experimental Results

Our evaluation includes two parts. First, we perform
standard cross-validation over the aforementioned
360 annotated interactions, evaluating F-measure for
each topic/speech act pair. Second, we look to au-
tomatically reproduce an analysis of a randomized
control trial that assessed the efficacy of an inter-

Figure 2: Mean F-scores across all topic/speech act pairs
for the Markov-Multinomial (MM; left) and the proposed
Joint Additive Sequential (JAS; right) models. The thick
black line shows the mean difference over ten different
folds; the thin grey lines describe per-fold differences.
The proposed JAS model outperforms the baseline MM
model for all folds

vention meant to alter physician-patient communi-
cation. We show that JAS outperforms the baseline
approach with respect to both tasks. We will make
our source code available upon publication.

We emphasize that while we are here compar-
ing predictive performance, we are specifically in-
terested in fully generative models of conversations
due to the longer-term applications we have in mind.
We would like, e.g., to use this model to assess the
variation in communicative approaches across dif-
ferent hospitals, and generative models are more
naturally amenable to answering such exploratory
questions. Indeed, the additive component based
model we have developed here allows us to easily
add physician- and center-specific parameters. Fur-
ther, we may soon have access to many unanno-
tated transcripts, and we would like to learn from
these; generative approaches allow straight-forward
exploitation of unlabeled data. For these reasons,

Results (Macro-averaged)




Revisiting the ARV Study


JAS begets a marginal mean topic F-score of .661
and a marginal mean speech act F-score of .544;
hence the JAS model incurs an F-score loss of .006
(a 0.9% decrease) with respect to marginal topic
code prediction, but improves the marginal speech
act F-score by .028 (a 5.4% increase).

5.2 (Re-)Analysis of Randomized Control Trial

We also evaluated performance by tallying model
predictions over 116 held-out cases collected from
a randomized, cross-over study of an intervention
aimed at improving physicians knowledge of pa-
tients anti-retroviral (ARV) adherence (Wilson et al.,
2010). The intervention was a report given to the
physician before a routine office visit that contained
information regarding the patients ARV usage and
their beliefs about ARV therapy. To explore the ef-
ficacy of this intervention, 58 paired (116 total) au-
dio recorded visits were annotated with GMIAS; 58
correspond to visits before which the provider was
not provided with the report (control cases), while
the other 58 correspond to visits before which they
were (intervention cases).

Wilson et al. (2010) demonstrated that the in-
tervention indeed increased adherence-related dia-
logue, and specifically the number of information
giving speech acts performed by the physician un-
derneath this topic. We attempted to reproduce this
finding using automated rather manual annotations.
To this end, we trained MM and JAS models over
the aforementioned 360 annotated visits and then
used this model to generate topic and speech act
code predictions for the utterances comprising the
116 held-out visits used for the analysis (these were
not part of the training set). We then assessed the
direction and magnitude of the change in the num-
ber of ARV adherence/information giving utterances
in the paired control versus intervention cases. We
compared the results for this analysis calculated us-
ing the true (manually assigned) codes to the results
calculated using the predicted codes.

Following the original analysis (Wilson et
al., 2010), we report the median number of
ARV/information giving utterances and correspond-
ing 25th and 75th percentiles over the 58 control and
intervention visits, as counted using the true (hu-
man) annotations and using the codes predicted by
the MM and JAS models. These are reported in Ta-

True MM JAS
control intervention control intervention control intervention
10 (4, 28) 23 (11, 39) 13 (5, 33) 27 (16, 44) 12 (5, 28) 23 (14, 40)

Table 3: Utterance counts {Median (25th, 75th per-
centile)} for the ARV/information giving topic and speech
act pair. We show the ‘gold standard’ (True) tallies,
which were assigned by humans, and the counts taken
using the two models, MM and JAS. The JAS model pre-
dictions are closer to the true numbers.

ble 3. The JAS model predictions better match the
true labels in all except one case (the lower 25th for
the controls, for which it predicts the same number
as the MM model).

6 Related work

There is a relatively long history of research into
modeling conversational speech acts in computa-
tional linguistics. Perrault and Allen (1980) con-
ducted pioneering work on computationally formal-
izing speech acts, though their work pre-dates statis-
tical NLP and is therefore not directly relevant to the
present work.

Stolcke et al. (2000; 1998) proposed a probabilis-
tic approach to modeling conversational speech acts
based on the Hidden Markov Model (HMM) (Ra-
biner and Juang, 1986). They were interested in
modeling an unrestricted set of conversations, and
did not impose a hierarchy on the speech acts; they
therefore enumerated many more speech acts (42)
than we do in the present work (recall that we use 10
‘high-level’ speech acts).3 Their model has served
as the baseline approach in the present work. Stol-
cke et al. also considered jointly performing speech
recognition and speech act classification.

Another thread of research has investigated classi-
fying speech acts in emails into one of a small set of
“email speech acts”, e.g., request, propose, commit
(Cohen et al., 2004; Goldstein et al., 2006). Cohen et
al. (2004) demonstrated that good performance can
be achieved for this task via existing text classifica-
tion technologies. Elsewhere, researchers have ex-
plored automatically inferring “speech acts” in vari-
ous other online social mediums, including message
board posts (Qadir and Riloff, 2011), Wikipedia talk
pages (Ferschke et al., 2012) and Twitter (Zhang et
al., 2012).

3We note that only 8 of the 42 speech acts appeared with
greater than 1% frequency in Stolcke et al.’s corpus.

•  Median (lower, upper) counts of utterances that have topic 
ARV and speech act give information over control (no 
intervention before visit) and intervention visits




Physician-specific parameters


How is the provider who takes care of your HIV at ...
Overall
Q1 ... explaining the results of tests in a way that you understand?
Q2 ... giving you facts about the benefits and risks of treatment?
Q3 ... telling you what to do if certain problems or symptoms occur?
Q4 ... demonstrating caring, compassion, and understanding?
Q5 ... understanding your health worries and concerns?
HIV-specific
Q6 ... talking with you about your sex life?
Q7 ... asking you about stresses in your life that may affect your health?
Q8 ... asking about problems with alcohol?
Q9 ... asking about problems with street drugs like heroin and cocaine?
Adherence
Q10 ... giving you information about the right way to take your antiretroviral medicines?
Q11 ... understanding the problems you have taking your antiretroviral medicines?
Q12 ... helping you solve problems you have taking your antiretroviral medicines the
right way?

Table 2: Survey questions regarding provider
(physician) communication that patients were asked
following visits. Responses were provided on an or-
dinal scale from 1 (excellent) to 5 (poor).

the 12 questions into a single scalar representing pa-
tient rating of physician communication. Thus for
each physician-patient visit, we have a number 1-5
that captures the patient’s assessment of the physi-
cian’s communication skills. We will use these rat-
ings as an objective means to assess if the discovered
clusters are meaningful; if they are, then we would
hope that cluster assignments correlate with patient
ratings of communication.

4 Clustering Doctors
Clustering doctors by communication style requires
designing a suitable feature space in which to in-
duce such a clustering. To this end, we propose:
(1) estimating physician-specific transition param-
eters that capture the conditional probabilities of a
conversation involving a given doctor d transition-
ing from one speech act to another and represent-
ing each physician by a vector ✓̂

d
comprising the

|S ⇥ S| (100, in our case) their individual (first-
order) speech act to speech act transition probabil-
ity estimates, then (2) reducing this space (via PCA)
and then clustering physicians in this reduced-space;
here we simply use k-means (Hartigan and Wong,
1979). Because we have only 41 doctors in total, we
set k=2. Very crudely, we might thus hope to find
one set of ‘good’ communicators and another set of
relatively ‘poor’ communicators. Figure 1 depicts
our proposed approach schematically.

We perform the feature-space reduction step pri-
marily to reduce noise and to facilitate visualization
(and hence interpretation); sensitivity analyses car-
ried out subsequent to the main evaluation suggest
that clustering in the ‘raw’ (unreduced) parameter
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Identify clusters 
(communication styles)

PCA reduce 

Something or other

Abstract

1 Introduction and Motivation

Physician-patient communication is a critical com-
ponent of health-care. Effective clinical commu-
nication practices can help patients participate in
informed decision making, become more engaged
in their care, adhere more fully to the recommen-
dations of providers, and ultimately achieve bet-
ter health outcomes. Moreover, physician time is
a scarce resource, and use of this resource should
therefore be optimized to effect the best possible
health outcomes.

To optimize physician communication, we need
tools to analyze physician-patient interactions. Re-
cently, health sciences researchers have proposed
and evaluated novel annotation schemas that cap-
ture salient properties of physician-patient interac-
tions. One such system is the Generalized Med-
ical Interaction Analysis System (GMIAS) (Laws,
2013), which is explicitly based in speech act the-
ory (Searle, 1969; Habermas, 1984; Austin, 1955).
Specifically, the GMIAS segments conversations
into utterances, i.e., completed speech acts. These
are then assigned one of 10 speech act codes. (The
GMIAS also annotates each utterance with a con-
textualizing topic but we focus on speech acts in
this work.) Table 1 provides an illustrative ex-
cerpt of a physician-patient interaction annotated
with GMIAS speech act codes.

The promise of such annotations is that they will
permit the development of evidence based inter-

Speaker Utterance Speech act
P Ok, I was going to ask you... Conv. management
D Yeah. Conv. management
P Um, my pain medication Give information
D Ummhmm. Conv. management
D Ok. Conv. management
P Ok? I want the full amount for

this last time.
Directive

D Well, we know you talked about
forty for one month

Give information

D and then come down to twenty. Give information
P Yeah... Conv. management
P but I want the forty for this last

time.
Give information

D And then you’re gonna, and then
you want

Ask question

P To cut it Give information
D to cut it cold turkey? Ask question
P I’m gonna cut it, I’m gonna cut

it.
Commissive

Table 1: An excerpt of an interaction annotated with
GMIAS speech act codes.

ventions to improve interaction quality, shared de-
cision making, and ultimately patients health out-
comes. Essentially, we would like to better under-
stand (quantitatively) what makes for effective com-
munication.

2 Clustering Doctors by Communication
Styles

�

����

�̂0,0 �̂0,1 · · · �̂0,|S|�|S|
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Figure 1: The proposed approach to clustering
providers. We estimate the parameters of a first-
order Markovian transition model for each physician
and then cluster physicians in a reduced dimension-
ality projection of this space.

space seems to result in slightly worse clusters, with
respect to cluster assignment correlation with patient
survey response data.

An obvious means of inducing doctor-specific ✓̂
d

transition parameter estimates is to simply count
transitions directly, i.e., take maximum likelihood
estimates of each speech act to speech act state tran-
sition for each physician by tallying the transitions
observed in the visits in which they were involved.
This simple ‘empirical’ parameter estimation strat-
egy will serve as our baseline strategy.

We also propose a novel alternative approach: a
log-linear model that includes terms corresponding
to interaction effects between physicians and speech
act to speech act transition probabilities. Specifi-
cally, we assume that the probability of observing
an utterance at time t with speech act st given the
speech act of the preceding utterance st�1 and the
doctor d is proportional to an additive (on the ex-
ponential scale) combination of (1) the log baseline
probability of st, which we denote by ⇡st , (2) the
general (across physicians) influence or correlation
due to st�1 preceding st (�st�1,st), and, (3) the rel-
ative frequency with which the transition from st�1

to st tends to be observed in visits specifically in-
volving the doctor d (�d

st�1,st). In sum:

P (st|st�1, d) / exp{⇡st +�st�1,st +�

d
st�1,st} (1)

A normalizing factor is necessary to ensure a valid
probability.

This is similar to recently proposed additive, gen-
erative models of text (Eisenstein et al., 2011; Paul,
2012), except that here we are extending such mod-
els to sequential tasks. We note that we have pro-

doctor d’s specific tendency to transition from 
speech act st-1 to st




Physician-specific parameters


How is the provider who takes care of your HIV at ...
Overall
Q1 ... explaining the results of tests in a way that you understand?
Q2 ... giving you facts about the benefits and risks of treatment?
Q3 ... telling you what to do if certain problems or symptoms occur?
Q4 ... demonstrating caring, compassion, and understanding?
Q5 ... understanding your health worries and concerns?
HIV-specific
Q6 ... talking with you about your sex life?
Q7 ... asking you about stresses in your life that may affect your health?
Q8 ... asking about problems with alcohol?
Q9 ... asking about problems with street drugs like heroin and cocaine?
Adherence
Q10 ... giving you information about the right way to take your antiretroviral medicines?
Q11 ... understanding the problems you have taking your antiretroviral medicines?
Q12 ... helping you solve problems you have taking your antiretroviral medicines the
right way?

Table 2: Survey questions regarding provider
(physician) communication that patients were asked
following visits. Responses were provided on an or-
dinal scale from 1 (excellent) to 5 (poor).

the 12 questions into a single scalar representing pa-
tient rating of physician communication. Thus for
each physician-patient visit, we have a number 1-5
that captures the patient’s assessment of the physi-
cian’s communication skills. We will use these rat-
ings as an objective means to assess if the discovered
clusters are meaningful; if they are, then we would
hope that cluster assignments correlate with patient
ratings of communication.

4 Clustering Doctors
Clustering doctors by communication style requires
designing a suitable feature space in which to in-
duce such a clustering. To this end, we propose:
(1) estimating physician-specific transition param-
eters that capture the conditional probabilities of a
conversation involving a given doctor d transition-
ing from one speech act to another and represent-
ing each physician by a vector ✓̂

d
comprising the

|S ⇥ S| (100, in our case) their individual (first-
order) speech act to speech act transition probabil-
ity estimates, then (2) reducing this space (via PCA)
and then clustering physicians in this reduced-space;
here we simply use k-means (Hartigan and Wong,
1979). Because we have only 41 doctors in total, we
set k=2. Very crudely, we might thus hope to find
one set of ‘good’ communicators and another set of
relatively ‘poor’ communicators. Figure 1 depicts
our proposed approach schematically.

We perform the feature-space reduction step pri-
marily to reduce noise and to facilitate visualization
(and hence interpretation); sensitivity analyses car-
ried out subsequent to the main evaluation suggest
that clustering in the ‘raw’ (unreduced) parameter

D
oc

to
rs

Speech act to speech 
act transition parameters

Identify clusters 
(communication styles)

PCA reduce 

Something or other

Abstract

1 Introduction and Motivation

Physician-patient communication is a critical com-
ponent of health-care. Effective clinical commu-
nication practices can help patients participate in
informed decision making, become more engaged
in their care, adhere more fully to the recommen-
dations of providers, and ultimately achieve bet-
ter health outcomes. Moreover, physician time is
a scarce resource, and use of this resource should
therefore be optimized to effect the best possible
health outcomes.

To optimize physician communication, we need
tools to analyze physician-patient interactions. Re-
cently, health sciences researchers have proposed
and evaluated novel annotation schemas that cap-
ture salient properties of physician-patient interac-
tions. One such system is the Generalized Med-
ical Interaction Analysis System (GMIAS) (Laws,
2013), which is explicitly based in speech act the-
ory (Searle, 1969; Habermas, 1984; Austin, 1955).
Specifically, the GMIAS segments conversations
into utterances, i.e., completed speech acts. These
are then assigned one of 10 speech act codes. (The
GMIAS also annotates each utterance with a con-
textualizing topic but we focus on speech acts in
this work.) Table 1 provides an illustrative ex-
cerpt of a physician-patient interaction annotated
with GMIAS speech act codes.

The promise of such annotations is that they will
permit the development of evidence based inter-

Speaker Utterance Speech act
P Ok, I was going to ask you... Conv. management
D Yeah. Conv. management
P Um, my pain medication Give information
D Ummhmm. Conv. management
D Ok. Conv. management
P Ok? I want the full amount for

this last time.
Directive

D Well, we know you talked about
forty for one month

Give information

D and then come down to twenty. Give information
P Yeah... Conv. management
P but I want the forty for this last

time.
Give information

D And then you’re gonna, and then
you want

Ask question

P To cut it Give information
D to cut it cold turkey? Ask question
P I’m gonna cut it, I’m gonna cut

it.
Commissive

Table 1: An excerpt of an interaction annotated with
GMIAS speech act codes.

ventions to improve interaction quality, shared de-
cision making, and ultimately patients health out-
comes. Essentially, we would like to better under-
stand (quantitatively) what makes for effective com-
munication.

2 Clustering Doctors by Communication
Styles

�

����

�̂0,0 �̂0,1 · · · �̂0,|S|�|S|
�̂1,0 �̂1,1 · · · �̂1,|S|�|S|

...
...

. . .
...

�̂|D|,0 �̂|D|,1 · · · �̂|D|,|S|x|S|

�

����

References
JL Austin. 1955. How to do Things with Words, vol-

ume 88. Harvard University Press.
J Habermas. 1984. The Theory of Communicative Ac-

tion, volume 1. Beacon Press.

Figure 1: The proposed approach to clustering
providers. We estimate the parameters of a first-
order Markovian transition model for each physician
and then cluster physicians in a reduced dimension-
ality projection of this space.

space seems to result in slightly worse clusters, with
respect to cluster assignment correlation with patient
survey response data.

An obvious means of inducing doctor-specific ✓̂
d

transition parameter estimates is to simply count
transitions directly, i.e., take maximum likelihood
estimates of each speech act to speech act state tran-
sition for each physician by tallying the transitions
observed in the visits in which they were involved.
This simple ‘empirical’ parameter estimation strat-
egy will serve as our baseline strategy.

We also propose a novel alternative approach: a
log-linear model that includes terms corresponding
to interaction effects between physicians and speech
act to speech act transition probabilities. Specifi-
cally, we assume that the probability of observing
an utterance at time t with speech act st given the
speech act of the preceding utterance st�1 and the
doctor d is proportional to an additive (on the ex-
ponential scale) combination of (1) the log baseline
probability of st, which we denote by ⇡st , (2) the
general (across physicians) influence or correlation
due to st�1 preceding st (�st�1,st), and, (3) the rel-
ative frequency with which the transition from st�1

to st tends to be observed in visits specifically in-
volving the doctor d (�d

st�1,st). In sum:

P (st|st�1, d) / exp{⇡st +�st�1,st +�

d
st�1,st} (1)

A normalizing factor is necessary to ensure a valid
probability.

This is similar to recently proposed additive, gen-
erative models of text (Eisenstein et al., 2011; Paul,
2012), except that here we are extending such mod-
els to sequential tasks. We note that we have pro-



Clustering Physicians


1.73

1.57

p = 0.091

Q11.0

1.5

2.0

2.5 p = 0.404

Q21.0

1.5

2.0

2.5 p = 0.103

Q31.0

1.5

2.0

2.5 p = 0.030

Q41.0

1.5

2.0

2.5 p = 0.200

Q51.0

1.5

2.0

2.5 p = 0.489

Q61.0

1.5

2.0

2.5

p = 0.388

Q71.0

1.5

2.0

2.5 p = 0.616

Q81.0

1.5

2.0

2.5 p = 0.637

Q91.0

1.5

2.0

2.5 p = 0.121

Q101.0

1.5

2.0

2.5 p = 0.121

Q111.0

1.5

2.0

2.5 p = 0.009

Q121.0

1.5

2.0

2.5

log-linear component transition model

p = 0.205

Q11.0

1.5

2.0

2.5 p = 0.981

Q21.0

1.5

2.0

2.5 p = 0.949

Q31.0

1.5

2.0

2.5 p = 0.338

Q41.0

1.5

2.0

2.5 p = 0.653

Q51.0

1.5

2.0

2.5 p = 0.158

Q61.0

1.5

2.0

2.5

p = 0.166

Q71.0

1.5

2.0

2.5 p = 0.096

Q81.0

1.5

2.0

2.5 p = 0.315

Q91.0

1.5

2.0

2.5 p = 0.463

Q101.0

1.5

2.0

2.5 p = 0.684

Q111.0

1.5

2.0

2.5 p = 0.955

Q121.0

1.5

2.0

2.5

empirical transition probabilitiesFigure 2: Left: discovered physician clusters (and mean patient responses from sessions involving doctors
therein). Right: coefficients and 95% CI’s from a regression of patient survey data on cluster assignments.

posed a variant of this additive sequential model
(though excluding doctor specific terms) for model-
ing topics and speech acts jointly in work currently
under review. We then take the (doctor-specific)
�

d
st�1,st terms as our ✓̂

d
values. By leveraging physi-

cian specific components, we directly capture the
relative differences in speech act transition tenden-
cies across doctors. We fix the ⇡ to the log of the ob-
served frequency of the respective speech acts, and
we fit the other model components with a standard
Newton-based gradient descent method, similar to
(Eisenstein et al., 2011).

5 Results and Discussion
We show clustering results using the proposed log-
linear component model in Figure 2. On the left,
we show the identified clusters in the PCA-reduced
space; mean average patient responses to the ques-
tions in Table 2 provided after sessions involving
doctors assigned to the ‘gray’ cluster (upper left)
were 1.57; for physicians in the ‘blue’ (lower right)
cluster, the analogous aggregate summary response
was 1.73. The difference in means is meant only to
be illustrative; we also performed a more rigorous
regression analysis of the cluster assignments.

Specifically, to assess the association between
cluster assignments and patient feedback regarding
physician communication, we used a two-level lin-
ear mixed effects model (Rabe-Hesketh and Skro-
ndal, 2008) with a random intercept to account for
the nesting of patients within doctors. This random
intercept represents the combined effects of omitted
doctor characteristics and heterogeneity that is un-
explained by the clustering. Note that this is a more

‘conservative’ approach than a model that treats pa-
tients that visit a given physician as being indepen-
dent.

The right-hand side of Figure 2 shows the es-
timated correlation coefficients for each of the 12
questions in Table 2 and the p-values corresponding
to the hypothesis that the true cluster coefficients are
indeed different. Point estimate of the coefficients
for all questions suggest that the physicians assigned
to the ‘blue’ cluster receive better marks from their
patients.1 The difference between the clusters is
statistically significant in two cases: for Q4 (p =
0.030) and for Q12 (p = 0.009). The strong cor-
relation with patient response to Q12 is particularly
interesting, as it relates to solving patient problems
with respect to their adherence to antiretroviral med-
ication; accomplishing this is an important aim of
ongoing research on patient-physician communica-
tion (Wilson et al., 2010).

We acknowledge that we have conducted multi-
ple regressions here, and hence these p-values might
be slightly inflated due to multiple testing, but we
note that responses to the questions were highly cor-
related (correlations all above .4; many above .9),
which mitigates this problem. Further, the trend
across all questions is consistent, which we find re-
assuring.

Due to space constraints, we do not show the
analogous results using the baseline (empirical) ap-
proach to represent physicians, but observed corre-
lations were weaker when we performed clustering
over the features induced using this approach. In-
deed, this approach finds zero significant (at p =

1Recall that lower is better here.



Are the Clusters Meaningful?

How is the provider who takes care of your HIV at ...
Overall
Q1 ... explaining the results of tests in a way that you understand?
Q2 ... giving you facts about the benefits and risks of treatment?
Q3 ... telling you what to do if certain problems or symptoms occur?
Q4 ... demonstrating caring, compassion, and understanding?
Q5 ... understanding your health worries and concerns?
HIV-specific
Q6 ... talking with you about your sex life?
Q7 ... asking you about stresses in your life that may affect your health?
Q8 ... asking about problems with alcohol?
Q9 ... asking about problems with street drugs like heroin and cocaine?
Adherence
Q10 ... giving you information about the right way to take your antiretroviral medicines?
Q11 ... understanding the problems you have taking your antiretroviral medicines?
Q12 ... helping you solve problems you have taking your antiretroviral medicines the
right way?

Table 2: Survey questions regarding provider
(physician) communication that patients were asked
following visits. Responses were provided on an or-
dinal scale from 1 (excellent) to 5 (poor).

the 12 questions into a single scalar representing pa-
tient rating of physician communication. Thus for
each physician-patient visit, we have a number 1-5
that captures the patient’s assessment of the physi-
cian’s communication skills. We will use these rat-
ings as an objective means to assess if the discovered
clusters are meaningful; if they are, then we would
hope that cluster assignments correlate with patient
ratings of communication.

4 Clustering Doctors
Clustering doctors by communication style requires
designing a suitable feature space in which to in-
duce such a clustering. To this end, we propose:
(1) estimating physician-specific transition param-
eters that capture the conditional probabilities of a
conversation involving a given doctor d transition-
ing from one speech act to another and represent-
ing each physician by a vector ✓̂

d
comprising the

|S ⇥ S| (100, in our case) their individual (first-
order) speech act to speech act transition probabil-
ity estimates, then (2) reducing this space (via PCA)
and then clustering physicians in this reduced-space;
here we simply use k-means (Hartigan and Wong,
1979). Because we have only 41 doctors in total, we
set k=2. Very crudely, we might thus hope to find
one set of ‘good’ communicators and another set of
relatively ‘poor’ communicators. Figure 1 depicts
our proposed approach schematically.

We perform the feature-space reduction step pri-
marily to reduce noise and to facilitate visualization
(and hence interpretation); sensitivity analyses car-
ried out subsequent to the main evaluation suggest
that clustering in the ‘raw’ (unreduced) parameter
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Abstract

1 Introduction and Motivation

Physician-patient communication is a critical com-
ponent of health-care. Effective clinical commu-
nication practices can help patients participate in
informed decision making, become more engaged
in their care, adhere more fully to the recommen-
dations of providers, and ultimately achieve bet-
ter health outcomes. Moreover, physician time is
a scarce resource, and use of this resource should
therefore be optimized to effect the best possible
health outcomes.

To optimize physician communication, we need
tools to analyze physician-patient interactions. Re-
cently, health sciences researchers have proposed
and evaluated novel annotation schemas that cap-
ture salient properties of physician-patient interac-
tions. One such system is the Generalized Med-
ical Interaction Analysis System (GMIAS) (Laws,
2013), which is explicitly based in speech act the-
ory (Searle, 1969; Habermas, 1984; Austin, 1955).
Specifically, the GMIAS segments conversations
into utterances, i.e., completed speech acts. These
are then assigned one of 10 speech act codes. (The
GMIAS also annotates each utterance with a con-
textualizing topic but we focus on speech acts in
this work.) Table 1 provides an illustrative ex-
cerpt of a physician-patient interaction annotated
with GMIAS speech act codes.

The promise of such annotations is that they will
permit the development of evidence based inter-

Speaker Utterance Speech act
P Ok, I was going to ask you... Conv. management
D Yeah. Conv. management
P Um, my pain medication Give information
D Ummhmm. Conv. management
D Ok. Conv. management
P Ok? I want the full amount for

this last time.
Directive

D Well, we know you talked about
forty for one month

Give information

D and then come down to twenty. Give information
P Yeah... Conv. management
P but I want the forty for this last

time.
Give information

D And then you’re gonna, and then
you want

Ask question

P To cut it Give information
D to cut it cold turkey? Ask question
P I’m gonna cut it, I’m gonna cut

it.
Commissive

Table 1: An excerpt of an interaction annotated with
GMIAS speech act codes.

ventions to improve interaction quality, shared de-
cision making, and ultimately patients health out-
comes. Essentially, we would like to better under-
stand (quantitatively) what makes for effective com-
munication.

2 Clustering Doctors by Communication
Styles

�

����

�̂0,0 �̂0,1 · · · �̂0,|S|�|S|
�̂1,0 �̂1,1 · · · �̂1,|S|�|S|

...
...

. . .
...
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Figure 1: The proposed approach to clustering
providers. We estimate the parameters of a first-
order Markovian transition model for each physician
and then cluster physicians in a reduced dimension-
ality projection of this space.

space seems to result in slightly worse clusters, with
respect to cluster assignment correlation with patient
survey response data.

An obvious means of inducing doctor-specific ✓̂
d

transition parameter estimates is to simply count
transitions directly, i.e., take maximum likelihood
estimates of each speech act to speech act state tran-
sition for each physician by tallying the transitions
observed in the visits in which they were involved.
This simple ‘empirical’ parameter estimation strat-
egy will serve as our baseline strategy.

We also propose a novel alternative approach: a
log-linear model that includes terms corresponding
to interaction effects between physicians and speech
act to speech act transition probabilities. Specifi-
cally, we assume that the probability of observing
an utterance at time t with speech act st given the
speech act of the preceding utterance st�1 and the
doctor d is proportional to an additive (on the ex-
ponential scale) combination of (1) the log baseline
probability of st, which we denote by ⇡st , (2) the
general (across physicians) influence or correlation
due to st�1 preceding st (�st�1,st), and, (3) the rel-
ative frequency with which the transition from st�1

to st tends to be observed in visits specifically in-
volving the doctor d (�d

st�1,st). In sum:

P (st|st�1, d) / exp{⇡st +�st�1,st +�

d
st�1,st} (1)

A normalizing factor is necessary to ensure a valid
probability.

This is similar to recently proposed additive, gen-
erative models of text (Eisenstein et al., 2011; Paul,
2012), except that here we are extending such mod-
els to sequential tasks. We note that we have pro-
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empirical transition probabilitiesFigure 2: Left: discovered physician clusters (and mean patient responses from sessions involving doctors
therein). Right: coefficients and 95% CI’s from a regression of patient survey data on cluster assignments.

posed a variant of this additive sequential model
(though excluding doctor specific terms) for model-
ing topics and speech acts jointly in work currently
under review. We then take the (doctor-specific)
�

d
st�1,st terms as our ✓̂

d
values. By leveraging physi-

cian specific components, we directly capture the
relative differences in speech act transition tenden-
cies across doctors. We fix the ⇡ to the log of the ob-
served frequency of the respective speech acts, and
we fit the other model components with a standard
Newton-based gradient descent method, similar to
(Eisenstein et al., 2011).

5 Results and Discussion
We show clustering results using the proposed log-
linear component model in Figure 2. On the left,
we show the identified clusters in the PCA-reduced
space; mean average patient responses to the ques-
tions in Table 2 provided after sessions involving
doctors assigned to the ‘gray’ cluster (upper left)
were 1.57; for physicians in the ‘blue’ (lower right)
cluster, the analogous aggregate summary response
was 1.73. The difference in means is meant only to
be illustrative; we also performed a more rigorous
regression analysis of the cluster assignments.

Specifically, to assess the association between
cluster assignments and patient feedback regarding
physician communication, we used a two-level lin-
ear mixed effects model (Rabe-Hesketh and Skro-
ndal, 2008) with a random intercept to account for
the nesting of patients within doctors. This random
intercept represents the combined effects of omitted
doctor characteristics and heterogeneity that is un-
explained by the clustering. Note that this is a more

‘conservative’ approach than a model that treats pa-
tients that visit a given physician as being indepen-
dent.

The right-hand side of Figure 2 shows the es-
timated correlation coefficients for each of the 12
questions in Table 2 and the p-values corresponding
to the hypothesis that the true cluster coefficients are
indeed different. Point estimate of the coefficients
for all questions suggest that the physicians assigned
to the ‘blue’ cluster receive better marks from their
patients.1 The difference between the clusters is
statistically significant in two cases: for Q4 (p =
0.030) and for Q12 (p = 0.009). The strong cor-
relation with patient response to Q12 is particularly
interesting, as it relates to solving patient problems
with respect to their adherence to antiretroviral med-
ication; accomplishing this is an important aim of
ongoing research on patient-physician communica-
tion (Wilson et al., 2010).

We acknowledge that we have conducted multi-
ple regressions here, and hence these p-values might
be slightly inflated due to multiple testing, but we
note that responses to the questions were highly cor-
related (correlations all above .4; many above .9),
which mitigates this problem. Further, the trend
across all questions is consistent, which we find re-
assuring.

Due to space constraints, we do not show the
analogous results using the baseline (empirical) ap-
proach to represent physicians, but observed corre-
lations were weaker when we performed clustering
over the features induced using this approach. In-
deed, this approach finds zero significant (at p =

1Recall that lower is better here.


