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• Improve accuracy of AI prediction models

• Develop effective human-in-the-loop systems

• Design HCI methods for fast, accurate human work
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Information Retrieval & 
Crowdsourcing Lab 
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“The place where people & technology meet” 
~ Wobbrock et al., 2009

“iSchools” now exist at over 100 universities around the world
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What’s an Information School?

http://dl.acm.org/citation.cfm?id=1572641
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Goal: Design a future of Artificial Intelligence (AI) 
technologies to meet society’s needs and values.

.

http://goodsystems.utexas.edu

Good Systems: an 8-year, $10M 
UT Austin Grand Challenge



Good Systems: Disinformation Team

5
https://sites.google.com/view/ut-misinformation-ai/

https://sites.google.com/view/ut-misinformation-ai/
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Eureka is a searchable database supporting 
undergraduate participation in research and creative 
activity across The University of Texas at Austin. 
Students can find faculty members who regularly 
work on a given topic using the "Faculty" search, or 
browse a listing of posted research 
assistantships with the "Projects" search.

https://eureka.utexas.edu/

https://eureka.utexas.edu/


Information Literacy
National Information Literacy Awareness Month, 
US Presidential Proclamation, October 1, 2009. 

“Though we may know how to find the information 
we need, we must also know how to evaluate it. 
Over the past decade, we have seen a crisis of 
authenticity emerge. We now live in a world where 
anyone can publish an opinion or perspective, true or 
not, and have that opinion amplified…”

7Matt Lease (University of Texas at Austin)
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9Paul M. Barrett (2020) 

The Need for Content Moderation
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The FAKE 
NEWS media ... 
is not my enemy, 
it is the enemy of 
the American 
People!

- Trump
Feb. 17, 2017

“Fake news” outperformed real news 
on Facebook in the 2016 U.S. elections

“Fake news” has led to violence

Seeing the term “fake news” prompts 
confusion about real news 

Efforts to reduce “fake news” are not 
always successful 
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Mis/Disinformation: a long history
“Truthiness is tearing apart our country... It used to 
be, everyone was entitled to their own opinion, but 
not their own facts. But that’s not the case anymore.”

– Stephen Colbert (Jan. 25, 2006)

“You furnish the pictures and I’ll furnish the war.” 
– William Randolph Hearst (Jan. 25, 1898)
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How can we help
people separate fact 
from fiction on 
social media?



Fact-checking
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Matt Lease (University of Texas at Austin)

High quality, but how do we scale up?  
17

Professional Fact-Checking
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More scalable, but how do we maintain professional quality?  
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How about AI?



Matt Lease (University of Texas at Austin) 20

Automated Fact-Checking

High scalability, but how do we maintain professional quality?  



Claim Verification, Given Evidence

21Matt Lease (University of Texas at Austin)



Automated Fact-Checking
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Kotonya, Neema, Toni, Francesca, Explainable Automated Fact-Checking: A Survey

A Survey on Automated Fact-Checking

https://arxiv.org/abs/2011.03870
https://arxiv.org/abs/2108.11896
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CheckThat! at CLEF 2020: Enabling the Automatic Identification and Verification of Claims in Social Media

https://arxiv.org/pdf/2001.08546.pdf
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https://arxiv.org/pdf/2109.09689.pdf

https://arxiv.org/pdf/2109.09689.pdf
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https://arxiv.org/pdf/2109.09689.pdf

https://arxiv.org/pdf/2109.09689.pdf
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https://arxiv.org/pdf/2109.09689.pdf

https://arxiv.org/pdf/2109.09689.pdf
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Lucas, Graves, Understanding the Promise and Limits of Automated Fact-Checking

https://reutersinstitute.politics.ox.ac.uk/our-research/understanding-promise-and-limits-automated-fact-checking
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MemeBrowser (Ryu et al., ACM HyperText’12) 30



Danny Sullivan, 
April 7, 2017
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Flagging content

“Disputed by 3rd Party 
Fact-Checkers”

Not always effective, red flag can 
attract attention



Tessa Lyons, a Facebook News Feed product manager: 
“…putting a strong image, like a red flag, next to an 
article may actually entrench deeply held beliefs —
the opposite effect to what we intended.” 
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Matt Lease (University of Texas at Austin)

Slowing spread by slowing action

34



Providing related articles

Related Articles from Fact-
Checking Organizations

Works in some situations, better if 
it also includes a description of the 

fact-checking organization
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Questions for Search Engines
• How do we balance search results which match existing beliefs vs. challenging 

users with alternative views?

• If people choose news outlets in part due to political leaning, could vertical search 
engines rank & filter results to match audience views?

• How do we frame, measure, and address potential harm of search results (e.g. 
“alternative” facts), be they errors or intended diversity? 

• How do we evaluate information gain alongside potential varying severity of harm 
to some number of users?
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As the coronavirus pandemic swept the world, social media giants like Facebook, 
Google and Twitter did what other companies did. They sent workers home —
including the tens of thousands of people tasked with sifting through mountains of 
online material and weeding out hateful, illegal and sexually explicit content.

The COVID-driven experiment represented a real-world baptism of fire for something 
social media companies have long dreamed of: using machine-learning tools and 
artificial intelligence — not humans — to police posts on their platforms.

In their place, the companies turned to algorithms to do the job. It did not go well
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Matt Lease (University of Texas at Austin)

The Myth of Automation
From the industrial revolution to today’s information
revolution, technological advances have not reduced
the use of human labor to deliver the “last mile” of 
required capabilities for practical adoption

Frontier continually advances, yet always remains
• Gray and Suri (2019) “ghost work”

• Ekbia and Nardi (2014) ”heteromation” 

• Irani and Silberman (2013) “invisible work”

43



Human Computation
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“Software developers with innovative ideas for businesses 
and technologies are constrained by the limits of artificial 
intelligence… If software developers could programmatically 
access and incorporate human intelligence into their 
applications, a whole new class of innovative businesses and 
applications would be possible… people are freer to innovate 
because they can now imbue software with real human intelligence.”
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Human-in-the-loop Approach
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Human-in-the-loop Approach
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Human-in-the-loop Approach
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Human-in-the-loop Approach



Matt Lease (University of Texas at Austin)

Who is the human in-the-loop?
• The user (e.g., platform moderator, fact-checker, end-user, etc.)

– Decision support systems (e.g., who gets a bank loan or parole)
– Division of labor design for complementary roles / strengths

• e.g., Google

• Behind-the-scenes ”cloud” workers
– Crowdsourcing / human computation

49
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Automated Fact-Checking for Assisting Human Fact-Checkers

https://arxiv.org/abs/2103.07769


Matt Lease (University of Texas at Austin)

Explainable Fact-Checking
• Goal: Is “fact” vs. “fake” all that people want to know?

• Trust: Why trust a “black box” classifier?

• Error: How can we design intentionally for AI fallibility?

• Bias: How can we detect & mitigate bias (user or AI)?

• Partnership: How can we combine human intellect & experience 
with AI speed & scalability? (designing for humans-in-the-loop

51



with An Thanh Nguyen (UT), Byron Wallace (Northeastern), & more!

Believe it or not: Designing a 
Human-AI Partnership for Mixed-
Initiative Fact-Checking
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Demo!
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Matt Lease (University of Texas at Austin)

But what about user bias?

54



55

Anubrata Das, Kunjan Mehta and Matthew Lease

ACM SIGIR 2019 Workshop on Fair, Accountable, Confidential, Transparent, and Safe 
Information Retrieval (FACTS-IR). July 25, 2019

CobWeb: A Research Prototype for Exploring 
User Bias in Political Fact-Checking

@mattleas

e
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We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

Stance

Sources



57

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

Imaginary
Source Bias

Stance

Sources



58

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

A user can alter the 
source reputation

Imaginary
Source Bias

Stance

Sources



59

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

A user can alter the 
source reputation

Changing reputation 
scores changes the 

predicted correctness

Imaginary
Source Bias

Stance

Sources



60

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

A user can alter the 
source reputation

Changing reputation 
scores changes the 

predicted correctness

Changing reputation 
scores changes the 

overall political leaning

Imaginary
Source Bias

Stance

Sources



61

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

A user can alter the 
overall political leaning

Imaginary
Source Bias

Stance

Sources



62

We introduce
“political leaning” (bias) 

as a function of the 
adjusted reputation of 

the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease

A user can alter the 
overall political leaning

Imaginary
Source Bias

Stance

Sources
Changing the overall 
political leaning changes 
the source reputations



63

We introduce
“political leaning” (bias) 

as a function of the 
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the news sources 

CobWeb; Anubrata Das, Kunjan Mehta and Matthew Lease
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Work by others…
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65https://github.com/nlkolluri/CoVerifi

https://github.com/nlkolluri/CoVerifi


CredEye
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http://people.mpi-inf.mpg.de/~kpopat/publications/www18_demo.pdf

http://people.mpi-inf.mpg.de/~kpopat/publications/www18_demo.pdf
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Seeing Things from a Different Angle: Discovering Diverse Perspectives about Claims
https://arxiv.org/pdf/1906.03538.pdf

Perspectrum

https://arxiv.org/pdf/1906.03538.pdf


Fakta

68https://arxiv.org/pdf/1906.04164.pdf

https://arxiv.org/pdf/1906.04164.pdf


69http://verifi.herokuapp.com/

http://verifi.herokuapp.com/


70http://argumentsearch.com/

http://argumentsearch.com/


https://botometer.osome.iu.edu/
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https://botometer.osome.iu.edu/


Thank you!

72Matt Lease (University of Texas at Austin)

Lab: ir.ischool.utexas.edu

@mattlease

Slides: slideshare.net/mattlease

We thank our many talented crowd workers for their contributions to our research! 

http://ir.ischool.utexas.edu/
http://www.slideshare.net/mattlease


73


