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1. Freshman-level course
2. Started 2008
3. Taken by 1000s of undergrads
4. Taught in ACL2s
5. How will LLMs do?











Methodology

Evaluated LLMs on two exams and a homework on function termination. With 
the course textbook in context and allowing updating answers in response to 
theorem prover errors.



Exam 2:

- Claude: 65.5/80
- Gemini: 67.5/80
- ChatGPT: 51/80

Student Mean: 70.5
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*Termination Analysis with Calling Context Graphs, Panagiotis Manolios and Daron Vroon

Homework Results

First Try

With Iteration

Partial Credit

Wrong

💿



Case Study: The LLM Can’t Figure It Out

wrong wrong wrong
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Case Study: The LLM Can’t Figure It Out

Measure Function: Count the number of remaining steps.

If b < a and |b - a| is even, then |b-a|/2 steps remain
If b < a and |b - a| is odd, then ceiling(|b-a|/2)+2 steps remain
If b > a, then 1+remaining(b+1,a) steps remain
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pete

measure fn?
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pete

Here you go 😄

screw it
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pete

That’s not 
right…



Case Study: The LLM Can’t Figure It Out

pete

You are so 
wise, thank 
you for your 

persistence 😄
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pete

“proof by 
examples”
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pete

Are you 
gaslighting 

me?



Case Study: The LLM Can’t Figure It Out

pete

You're 
absolutely right 

to scrutinize 
this closely. 🙇
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You get the 
idea.
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Case Study: m2



m2 - ChatGPT - Attempt 1

acl2s returns the following error when 
admitting m2 … <pasted ACL2 output>

me



m2 - ChatGPT - Attempt 2

The counterexample 
shows m2 doesn’t always 
produce a natural number.

Nice job, ChatGPT!



ChatGPT read the 
textbook and decided to 
use lex.



ChatGPT doesn’t find a 
solution when the error 
contents are omitted.



Gemini knows it doesn’t know.



Claude Concedes



m4

Let's look at another problem.



m4 - Claude - Attempt 1



m4 - Claude - Attempt 2



m4 - Claude - Attempt 3

Claude gets it right on the third try.



Caveats

● Three weeks ago, Claude cannot 
solve m4.

● A week ago, Claude can solve m4 
with iterative error feedback.

● Today, Claude can oneshot m4.
● Why? Is it using previous chat 

conversations? Has it got better?

Two weeks

One week



Conclusions & Future Work

Good

+ Models integrate error feedback. 
+ Models understand ACL2(s).
+ Models do well on exams.

Future Work

- Let models run ACL2 and iterate.**
- Why do models do poorly on measure 

functions?
**ACL2s Systems Programming, Andrew Walter & Panagiotis Manolios

Current SOTA* 
models don’t do 

this!

*DeepSeek v2, Godel Prover, Kimina


