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Contributions

 Introduces DeepSeekMath-7B, a SOTA math reasoning model.

 A meticulous Iterative data mining pipeline for crawling the web.

 Introduces Group Relative Policy Optimization (GRPO).

What is the need?
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Pretraining Data & Corpus Construction
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Pretraining Data & Corpus Construction
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Three stages of LLM training
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RL in the context of LLMs
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Proximal Policy Optimization (PPO)
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PPO to GRPO
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Group Relative Policy Optimization (GRPO)

15



[4
]

GRPO Variants 
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• Outcome Supervision RL:

 
• Process Supervision RL:
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GRPO Variants
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Discussion: Code Training Benefits Mathematical Reasoning
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Discussion: Arxiv Papers seem Ineffective in improving Math Reasoning
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Discussion: Why RL works?
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RL enhances Maj@K’s 
performance but not Pass@K.

It seems that the improvement 
is attributed to boosting the 
correct response from TopK 
rather than the enhancement 
of fundamental capabilities. 
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Conclusion
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 Data Curation: DeepSeekMath surpasses all open-source models on the MATH benchmark 
and nears closed-source model performance through large-scale training with rich 
mathematical web data.

 Algorithm: They introduce Group Relative Policy Optimization (GRPO) which 
effectively polishes its response distribution with lower memory usage compared to PPO.

 Limitations & Future Work: The model struggles with geometry and theorem-proof tasks 
and lacks strong few-shot learning ability. Their future work aims to refine data selection and 
reinforcement learning approaches to address these gaps.
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