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Introduction: Why learn from demonstration?

Programming robots is hard!

*Huge number of possible tasks
*Unique environmental demands
* Tasks difficult to describe formally

*Expert engineering impractical




Introduction: Why learn from demonstration?

*Natural, expressive way to program
*No expert knowledge required
*Valuable human intuition
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Introduction: Why learn from demonstration?

*Natural, expressive way to program
*No expert knowledge required
*Valuable human intuition

*Program new tasks as-needed

How can robots be shown how to perform tasks?
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Behavioral cloning

Supervised learning problem:
Ueiies —————- [Feliey

.e. from example (s,a) pairs, learn pi(s,a)



Behavioral cloning

Supervised learning problem:
DElifies ————— [Faliey

.e. from example (s,a) pairs, learn pi(s,a)

What if we want to learn from experience via RL?

Inverse reinforcement learning:
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Learning task objectives: Inverse reinforcement learning

Reinforcement learning basics:

states  2CtONS  trangition dynamics

MDP (Sa A,T,’}/, D7 R)
b

discount rate start state reward function
distribution

Policy: m(s,a) — [0, 1]

Value function: V7 (sg) Z»y

What if we have an MDP/R!



Learning task objectives: Inverse reinforcement learning

|. Collect user demonstration (Sg,@0), (S1,01), -, (Sn, @n)
and assume it is sampled from the expert’s policy, 77

2. Explain expert demos by finding R* such that:
B o VR (se)|m®] =2 B[R 2o R*(st)lm] v

Eson[V™ (s0)] > Esoup[V™(50)] Vr

How can search be made tractable!?

[Abbeel and Ng 2004]



Learning task objectives: Inverse reinforcement learning
Define R* as a linear combination of features:

R*(s) = wl'¢(s), where ¢ : § — R”

Then,
E[> 2o R*(st)|n]

B[} -7Zo v wh ¢(se)|m]
= w' B[} 2207 ¢(s¢)|7]

= w" p(m)

Thus, the expected value of a policy can be expressed as
a weighted sum of the expected features ()

[Abbeel and Ng 2004]



Learning task objectives: Inverse reinforcement learning

Originally - Explain expert demos by finding R* such that:
By o V'R (se)|m®] 2 B[ 2o R*(se)lm]

Use expected features:
E[} = V' R (se)|m] = w’ ()

Restated - find w™ such that;
wp(n®) = wrp(r) ¥

[Abbeel and Ng 2004]



Learning task objectives: Inverse reinforcement learning
Goal: Find w* such that: w*u(x¥) > w*u(r) Vr

| Intialize ™o to any policy
el e e

2. Find w* st. expert maximally outperforms all previously
examined policies mo...i—1 :

IR e G e ) il ) ¢
e,w*:||w*||2<1

3. Use RL to calc. optimal policy ; associated with w™

§ o e tinreshold
[Abbeel and Ng 2004]
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| Intialize ™o to any policy
el e e

2. Find w* st. expert maximally outperforms all previously

examined policies mo...i—1 : SVM
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Reading responses
Zhili Xiong
By the definition of the algorithm, why does it say that the learned reward will
make sure that any other policies are worse than the expert by a certain

threshold t! Can any other policies that are better than the expert! What if
the expert is not the optimal?

Lingyun Xiao

Inverse RL also assumes that the "expert” is near optimal, which plays a critical
role in finding the optimal w* such that the weighted sum associated with the
expert policy ws\mu(\pi™E) is at least as good as any possible policy \pi.
However, what If the expert is in fact sub-optimal? Is it possible that the

learned w* Is also suboptimal and even has a significant deviation from the
true w*?



Reading responses

Xiwen Wel

How can the proposed inverse reinforcement learning (IRL) framework be
adapted to learn non-linear reward functions, considering that many real-
world tasks may not be well-represented by linear combinations of features!

Victor Wang
| think there are many settings where the reward relies on more than a linear

combination of the chosen features. Can the method be adapted to relax this
assumption?



Reading responses

Rosemary Lach
What is the point of using reinforcement learning if there is no good way to

represent a reward function? If we are merely trying to mimic some expert
functionality, wouldn't traditional supervised learning also be sufficient? Why
choose RL in particular?



Reading responses

Surya Murthy
One advantage of learning a reward function is transferability. What are some
examples of transferring a reward model between tasks?



