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• Motor commands sent at 10Hz

− PID control - choose a set point

• Goal: get it to learn how to walk fast

− Learn only on the real robot

• Formulate it as a value function learning problem

• Formulate it as a policy gradient problem

− Start with a parameterized walk


