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Spark - Motivation

- Most Real Applications require multiple MR Steps
- Indexing Pipeline - 21 Steps
- Analytics Query - 5-11 Steps

Write to file System, expensive to reuse data (pagerank, interactive data)



Spark 

- Redundant data frames
- Immutable, partitioned collections of objects
- Transformation to build RDD’s and actions to execute 

- Clean programmable API

- Fault tolerance and in-memory processing



Spark - Example

- Read from a Log and filter errors



Stream Processing



The Dataflow Model: A Practical Approach to 
Balancing Correctness, Latency, and Cost in 

Massive-Scale, Unbounded, Out-of-Order 
Data Processing



Motivation  



Solution

- Separate user API from Execution

- Decompose Queries into
- What to compute
- Where in Event Time they are being computed
- When in Processing Time they are being materialized
- How earlier results are related  



Streaming vs Batch



Windowing

- Required for some operations, unnecessary for others

- Windowing in Batch data ??



Windowing



Data Flow Model API

- ParDo:

- GroupByKey:

- Windowing
- AssignWindow
- MergeWindow



Data Flow Model API



Fixed Interval



Fixed Data Count



Micro-Batch Processing


