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ABSTRACT

Bounded Policy Synthesis for POMDPs with Safe-Reachability and Quantitative Objectives

by

Yue Wang

Robots are being deployed for many real-world applications like autonomous driving, disaster rescue, and personal assistance. Effectively planning robust executions under uncertainty is critical for building these autonomous robots. Partially Observable Markov Decision Processes (POMDPs) provide a standard approach to model many robot applications under uncertainty. A key algorithmic problem for POMDPs is the synthesis of policies that specify the actions to take contingent on all possible events. Policy synthesis for POMDPs with two kinds of objectives is considered in this thesis: (1) boolean objectives for a correctness guarantee of accomplishing tasks and (2) quantitative objectives for optimal behaviors. For boolean objectives, this thesis focuses on a common safe-reachability objective: with a probability above a threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold.

Previous results have shown that policy synthesis for POMDPs over infinite horizon is generally undecidable. For decidability, this thesis focuses on POMDPs over a bounded horizon. Solving POMDPs requires reasoning over a vast space of beliefs (probability distributions). To address this, this thesis introduces the notion of a goal-constrained belief space that only contains beliefs reachable under desired executions that can achieve the safe-reachability objectives. Based on this notion, this thesis presents an offline approach
that constructs policies over the goal-constrained belief space instead of the entire belief space. Simulation experiments show that this offline approach can scale to large belief spaces by focusing on the goal-constrained belief space. A full policy is generally costly to compute. To improve efficiency, this thesis presents an online approach that interleaves the computation of partial policies and execution. A partial policy is parameterized by a replanning probability and only contain a sampled subset of all possible events. This online approach allows users to specify an appropriate bound on the replanning probability to balance efficiency and correctness. Finally, this thesis presents an approximate policy synthesis approach that combines the safe-reachability objectives with the quantitative objectives. The results demonstrate that the constructed policies not only achieve the safe-reachability objective but also are of high quality concerning the quantitative objective.
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Illustrations

1.1 An example uncertain domain. A robot with imperfect actuation and perception needs to navigate through an office to pick up the blue can on the table, while avoiding collisions with uncertain obstacles such as floor signs and file cabinets (boolean objective). There are two regions marked with red tape, and the robot should avoid visiting these red regions as much as possible (quantitative objective).

2.1 A conditional plan $\gamma$ for an uncertain domain with 2 observations ($o_1$ and $o_2$), represented as a tree rooted at the belief $b$. Circle nodes represent beliefs, the edges (e.g., $a_1, a_2^0, a_2^1, \ldots$) from circle nodes to rectangle nodes represent actions and the edges ($o_1$ and $o_2$) from rectangle nodes to circle nodes represent observations.

2.2 An example to show the difference between POMDPs with safe-reachability objectives and unconstrained/C/RS/CC-POMDPs. There are 3 states: start state $s_{\text{ready}}$, unsafe state $s_{\text{unsafe}}$ and goal state $s_{\text{goal}}$. Dashed green edges represent transitions of executing left-hand pick-up action $a_L$ in state $s_{\text{ready}}$ and solid red edges represent transitions of executing right-hand pick-up action $a_R$ in state $s_{\text{ready}}$. For each edge, the first line is the transition probability and the second line is the tuple of observation probabilities ($p_{o_{\text{pos}}}, p_{o_{\text{neg}}}$).
2.3 The belief space transition for the POMDP in Figure 2.2. Blue nodes \((p_{\text{ready}}, p_{\text{unsafe}}, p_{\text{goal}})\) represent beliefs (probability distributions over states), and red nodes represent observation. The edges from blue nodes to red nodes represent actions and the edges from red nodes to blue nodes represent observations and the corresponding probabilities.

3.1 An example of a safe-reachability objective: a robot with uncertain actuation and perception needs to navigate through the kitchen and pick up a green cup from the black storage area (reachability), while avoiding collisions with uncertain obstacles (e.g., chairs) modeled as cylinders in the yellow “shadow” region (safety).

3.2 The core steps of the BPS algorithm.

3.3 An example run of BPS. The black box represents the goal-constrained belief space \(\mathcal{B}_G\) over the bounded horizon \(k\). Circle nodes represent beliefs, the edges (e.g., \(d_{i+1}^{cs}, d_i^{cs}\)) from circle nodes to rectangle nodes represent actions and the edges (e.g., \(o_{s+1}, o_{s+1}'\)) from rectangles nodes to circle nodes represent observations. The dashed green path represents one candidate plan \(\sigma_k\) found by the incremental SMT solver. BPS constructs a policy tree from this candidate plan by considering other branches following the rectangle node for each step.

3.4 Performance of BPS as the number of obstacles \(M\) varies. The plot of circles shows the performance of BPS with incremental solving and the plot of squares shows the performance of BPS without incremental solving.

3.5 The number of plans checked (i.e, the number of SMT calls) by BPS during policy synthesis as the number of obstacles \(M\) varies.

3.6 Performance of BPS for the kitchen domain with \(M = 2\) obstacles as the horizon bound \(h\) increases. The blue dashed line is the plot \(h_{\text{min}} = 9\).
3.7 An example uncertain domain with safe-reachability objective: a robot with imperfect actuation and perception needs to navigate through an office to pick up the blue can from the table, while avoiding collisions with uncertain obstacles such as floor signs and file cabinets.

3.8 Physical validation of BPS for the domain shown in Figure 3.7.

4.1 A $k$-step partial policy $\pi^n$ for an uncertain domain with 2 observations ($o_1$ and $o_2$), represented as a partial tree rooted at the initial belief $b_0$ (including only solid branches). Circle nodes represent beliefs, the edges (e.g., $a_1^0, a_2^0, a_1^1, \ldots$) from circle nodes to rectangle nodes represent actions, and the edges ($o_1$ and $o_2$) from rectangle nodes to circle nodes represent observations.

4.2 OPPS

4.3 Partial policy synthesis

4.4 Performance results for the kitchen domain as the bound $\delta_{\text{replan}}$ increases. Different plots correspond to tests with different numbers $M$ of obstacles. Missing data points in a plot indicate the timeout. The red dashed line is the timeout (time = 1800 seconds). The blue dashed line passes through the data points generated by BPS. All the results are averaged over 50 independent runs.

4.5 Success rate as $\delta_{\text{replan}}$ increases. The green dotted line shows the plot of success rate $= 1.0 - \delta_{\text{replan}}$. The red dashed line is the plot of success rate $= 1.0$. The blue dashed line passes through the data points generated by BPS.

4.6 Replanning probability and total computation time as the bound $\delta_{\text{replan}}$ increases ($M = 4$). The green dotted line shows the plot of replanning probability $= \delta_{\text{replan}}$. The blue dashed line passes through the data points generated by BPS.
4.7 Physical validation of OPPS for the domain shown in Figure 3.7. . . . . . . . 65
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Chapter 1

Introduction

1.1 Overview

Deploying robots in the physical world presents a fundamental challenge with planning robust executions under uncertainty. For example, a personal robot assistant performing daily household tasks needs to consider uncertainty from uncontrollable human activities, a self-driving car on the road needs to consider uncertainty from imperfect controllers and sensors, and an autonomous underwater vehicle exploring oceans needs to consider uncertainty from the unexpected disturbance in the environment. Failing to account uncertainty in these scenarios may cause tasks failing and severe consequences such as human injury and robot damage.

The framework of Partially Observable Markov Decision Processes (POMDPs) [67, 70] offers a standard approach to model a variety of problems under uncertainty [8, 22, 37, 52]. As an example, in robotics, many applications in uncertain domains can be modeled using the POMDP formulation [7, 8, 29, 37].

Perhaps the central algorithmic problem for POMDPs is the synthesis of policies [67, 70]: recipes that specify the actions to take contingent on all possible events in the environment. While this policy synthesis problem has traditionally been posed with respect to optimality objectives, many applications in robotics are better modeled by POMDPs where the objective is a boolean requirement. For example, in an office environment, a robot needs to navigate through the office to pick up a target object while avoiding collisions
Figure 1.1: An example uncertain domain. A robot with imperfect actuation and perception needs to navigate through an office to pick up the blue can on the table, while avoiding collisions with uncertain obstacles such as floor signs and file cabinets (boolean objective). There are two regions marked with red tape, and the robot should avoid visiting these red regions as much as possible (quantitative objective).

with uncertain obstacles such as wet-floor signs and file cabinets, as shown in Figure 1.1. This task requirement is naturally formulated as policy synthesis from a high-level boolean objective written in a temporal logic. What’s more, in some robotic domains where a strong correctness guarantee of completing tasks is required, formulating boolean requirements as quantitative objectives by assigning penalties for unsafe states and rewards for goal states, may lead to policies that are overly conservative or overly risky [75], depending on the particular reward function chosen. Moreover, designing an appropriate reward function that encodes the boolean requirement exactly is also a non-trivial task for users. Thus, new formulations and algorithms are required to deal with boolean requirements in POMDPs ex-
Section 2.2 discusses an example POMDP problem to demonstrate that POMDPs with safe-reachability objectives can provide a better guarantee of both safety and reachability than the existing quantitative POMDP models in some robotic domains.

Policy Synthesis for POMDPs with boolean requirements has been considered in previous work [7, 8, 74, 78, 79]. In [7], the authors introduced two kinds of analysis problems for POMDPs with boolean requirements: (1) the qualitative analysis problem that checks whether the boolean requirement can be ensured with probability 1 (almost-sure satisfaction); and (2) the quantitative analysis problem that checks whether the boolean requirement can be ensured with a probability above a threshold. It has been shown that both analysis problems are undecidable in general for POMDPs with boolean requirements [10, 50, 57]. These previous works [7, 8, 74] focus on the qualitative analysis problem of POMDPs with boolean requirement restricted to finite-state and memoryless controllers to make the problem tractable.

This thesis studies the quantitative analysis problem of POMDPs with a common boolean requirement: safe-reachability, which requires that with a probability above a certain threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold. Many task requirements of robot applications such as the one shown in Figure 1.1 can be formulated as a safe-reachability objective. As mentioned before, this quantitative analysis problem is undecidable in general [10, 50, 57]. However, when restricted to the bounded horizon, this problem is PSPACE-complete [53, 56]. Therefore, to make the problem tractable, this thesis assumes there is a horizon bound $h$, and users are not interested in policies beyond this horizon bound $h$. This assumption is particularly reasonable for robot applications since robots often need to complete tasks in bounded steps because of some resource constraints, e.g., time and energy constraints. Based on this assumption, this thesis presents a series of practical policy synthesis approaches for
1.2 Related Work

1.2.1 Partially Observable Markov Decision Processes

Partially Observable Markov Decision Processes (POMDPs) [67, 70] provide a principled mathematical framework for modeling a variety of applications in the face of uncertainty [8, 22, 37, 52]. The main algorithmic problem in POMDPs is the synthesis of policies [67, 70] that specify the action choice for every possible event during execution. Policy synthesis for POMDPs can be divided into three different categories, based on the objectives associated with POMDPs that the synthesized policy must achieve.

POMDPs with Quantitative Objectives

In the first category, the objectives of POMDPs are quantitative objectives such as (discounted) rewards. Policy synthesis for quantitative POMDPs is to find optimal policies that maximize cumulative expected rewards. Many existing POMDP algorithms for robot applications [1, 6, 29, 33, 42, 49, 58, 69, 71] deal with this quantitative POMDP formulation.

Due to uncertainty, policy synthesis for POMDPs usually reasons over the space of beliefs: probability distributions over all possible states. A big challenge in policy synthesis for POMDPs is that belief space is a high-dimensional, continuous space with an infinite number of beliefs, which makes POMDPs extremely difficult to solve [50, 56]. In recent years, there have been significant efforts in developing algorithms that produce approximate policies in order to solve large POMDPs. Many of these approximation algorithms are point-based POMDP solvers based on the notion of (optimally) reachable belief space [1, 6, 42, 49, 58, 60, 65, 66, 68, 69, 71, 72].
The policy synthesis approaches presented in this thesis take inspiration from these efficient point-based POMDP solvers. The offline policy synthesis approach presented in this thesis resembles these efficient point-based POMDP solvers by focusing on the goal-constrained belief space instead of the original belief space. The idea of partial policies behind the online planning approach presented in this thesis is inspired by the state-of-the-art online POMDP solvers based on Determinized Sparse Partially Observable Tree (DESPOT) [6, 69]. Both DESPOT and partial policies only include a subset of all possible executions to approximate a full policy and improve scalability. There are two major differences between DESPOT and partial policies: first, DESPOT deals with POMDPs with quantitative objectives while partial policies are introduced to handle POMDPs with safe-reachability objectives. Second, DESPOT consists of all action branches while partial policies only include one action branch per step, which is part of the desired execution achieving the given safe-reachability objective.

**Constrained/Risk-Sensitive/Chance-Constrained POMDPs**

In the second category, the objectives of POMDPs extend the quantitative objectives of the traditional POMDPs with notions of risk and cost. Recently, there has been a large body of work in constrained POMDPs (C-POMDPs) [35, 40, 61, 75], chance-constrained POMDP (CC-POMDPs) [63], and risk-sensitive POMDPs (RS-POMDPs) [34, 51] that deal with expected cost or risk constraints explicitly.

There are two significant differences between their models and the formulation of POMDPs with safe-reachability objectives studied in this thesis. First, the goal of these models is to maximize the cumulative expected reward while keeping the expected cost or risk below a threshold, while in POMDPs with safe-reachability objectives, the goal is to satisfy a safe-reachability objective in all possible executions including the worst case.
Therefore, POMDPs with safe-reachability objectives provide a better safety guarantee than the C/RS/CC-POMDPs with expected cost or risk threshold constraints. Second, to encode reachability objectives, C/RS/CC-POMDPs typically assigns a positive reward for goal states. This encoding does not provide any guarantee on the probability of reaching goal states. POMDPs with safe-reachability objectives can directly encode the constraint of reach a goal state with a probability above a threshold as a boolean requirement. Therefore, POMDPs with safe-reachability objectives provide a better reachability guarantee than the C/RS/CC-POMDPs.

While C/RS/CC-POMDPs are suitable for many applications, there are settings in robotics such as autonomous driving and disaster rescue that demand synthesis of policies that can provide such a strong guarantee of reaching goal states safely.

**POMDPs with Boolean Objectives**

In the third category, the objectives of POMDPs are high-level boolean requirements specified in the form of a temporal logic. There are two kinds of analysis problems for POMDPs with boolean requirements [7]: (1) the *qualitative* analysis problem that asks whether the boolean requirement can be ensured with probability 1 (almost-sure satisfaction); and (2) the *quantitative* analysis problem that asks whether the boolean requirement can be ensured with probability above a threshold. Previous works [10, 50, 57] have shown that both analysis problems are undecidable in general for POMDPs with boolean requirements. Recent work [7, 8, 74] has investigated the *almost-sure satisfaction* problem restricted to finite-state and memoryless controllers to make the problem tractable.

Although the policy with almost-sure satisfaction provides a strong guarantee of completing tasks, this almost-sure satisfaction may not be achievable in general. Therefore, this thesis focuses on the more general quantitative analysis problem of POMDPs with boolean
requirements. Specifically, this thesis studies POMDPs with a common boolean requirement: safe-reachability, which requires that with a probability above a certain threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold. The main challenge is that the quantitative analysis problem is undecidable in general [10, 50, 57]. However, when restricted to the bounded horizon, this problem is PSPACE-complete [53, 56]. Therefore, to make the problem tractable, this thesis assumes there is a horizon bound \( h \), and users are not interested in policies beyond this horizon bound \( h \). This assumption is particularly reasonable for robot applications since robots often need to complete tasks in bounded steps because of some resource constraints, e.g., time and energy constraints.

1.2.2 Markov Decision Processes

Markov Decision Processes (MDPs) are a standard model for stochastic systems featuring non-determinism. The fundamental problem in MDPs is to design a strategy that optimizes the value of a given objective function. For MDPs, many different objectives, such as \( \omega \)-regular or LTL properties [14, 15, 77], conditional value-at-risk [43], and multiple objectives [11, 12, 24, 28, 81] have been studied with a variety of applications.

In MDPs, states are fully observable while in POMDPs, states are only partially observable. However, beliefs (probability distributions over all possible states) are always fully observable. A POMDP can be reduced to an MDP with a continuous state space, i.e., the belief space. When restricted to a bounded horizon, POMDPs can be reduced to an MDP with a finite state space, i.e., the reachable belief space \( \mathcal{B}_h \). Many existing approaches can deal with MDPs with boolean objectives, e.g., [14, 15, 20, 24, 44, 46–48, 77, 82].

This thesis focuses on POMDP formulations rather than reducing POMDPs to the corresponding MDPs and applying existing approaches for MDPs with boolean objectives,
based on two reasons. First, in order to employ existing MDP-based approaches, it is typically required to represent the state space explicitly. As mentioned above, POMDPs with a bounded horizon can be reduced to MDPs with a finite state space, i.e., the reachable belief space. It is clear that the size of the reachable belief space grows exponentially as the horizon increases. Therefore, explicitly representing the reachable belief space may not be tractable in practice. Second, value functions of POMDPs over finite-horizon has nice properties, which are piece-wise linear and convex. Moreover, they can be represented as a finite set of vectors called $\alpha$-vectors $[37, 67, 70]$. This vector representation contains not only the value information but also the gradient of the value functions, which can be used as a global approximation over the entire belief space. This is one of the key ideas behind many efficient point-based POMDP solvers $[1, 6, 33, 42, 49, 58, 69, 71]$. The thesis also exploits this idea to efficiently generate good approximated policies for POMDPs with both boolean and quantitative objectives.

1.2.3 Task and Motion Planning Under Uncertainty

Task and Motion Planning (TMP) $[2, 16–18, 21, 23, 25–27, 31, 32, 39, 41, 45, 73, 80]$ describes a class of challenging problems that combine low-level motion planning and high-level task reasoning. Most of these TMP approaches focus on deterministic domains, while several of them apply to uncertain domains with uncertainty in perception $[31, 39]$. These TMP under uncertainty works perform online planning with a determinized approximation of belief space dynamics $[59]$ assuming the most likely observation will be obtained. In some cases, due to the limited time budget for replanning, the online approach constructs a plan over a small subset of possible events which may miss some rare events that are critical to safety $[49]$. Therefore it is worth investigating both online and offline approaches to gain a better understanding of planning under uncertainty and to develop methodologies that can
combine both approaches to achieve a good balance between efficiency and safety.

1.2.4 Program Verification and Synthesis

Policy synthesis for robotics is closely related to program synthesis and program verification for general software; both require determining the correct response to a variety of possible events or inputs. The classical program synthesis solves the problem of discovering a program, which implements the required system, from user intent expressed in the form of some logical formulas [30]. Recent work [4, 5, 13] in program synthesis and program verification has investigated combining boolean and quantitative objectives.

Synthesizing policies and programs is computationally hard due to the large and possibly infinite search space. In the context of synthesizing policies for POMDPs, the search space is a high-dimensional, continuous space of probability distributions (beliefs) called belief space. To address this challenge, this thesis introduces the notion of goal-constrained belief space that only contains beliefs reachable from a given initial belief under desired executions that can achieve the safe-reachability objectives. Since not every execution can satisfy the safe-reachability objective, the goal-constrained belief space is much smaller than the original belief space in general. This thesis applies techniques from Bounded Model Checking (BMC) [3] to compactly represent the goal-constrained belief space over a bounded horizon as a set of symbolic constraints. BMC verifies whether a finite state system satisfies a given temporal logic specification. Thanks to the tremendous increase in the reasoning power of practical SMT (SAT) solvers, BMC can scale up to large systems with hundreds of thousands of states. The goal-constrained belief space is efficiently explored through a modern, incremental SMT solver [19]. It has been shown that the incremental capability of the SMT solver leads to an efficient planning algorithm for TMP [17, 54, 55, 80]. Inspired by this result, this thesis now leverages incremental SMT solvers for belief space
1.3 Contributions

Traditionally, POMDPs are posed with quantitative objectives such as (discounted) rewards [1, 6, 33, 42, 49, 58, 63, 69]. Recently, there has been a growing interest in POMDPs with boolean objectives [7, 8, 74, 78]. Many robot tasks in uncertain domains, such as the one shown in Figure 1.1, is naturally formulated as POMDPs with a high-level boolean objective written in a temporal logic. POMDPs with quantitative objectives provide an optimality guarantee but may lead to overly conservative or overly risky behaviors [75], depending on the particular reward function chosen. On the other hand, POMDPs with boolean objectives provides a strong correctness guarantee of completing tasks safely [78], but the constructed policy may not be optimal. For the example domain shown in Figure 1.1, there are many valid policies that can achieve the task objective, i.e., satisfy the boolean objective. Among these valid policies, the preferable policy is the one that passes the smallest number of red regions that the robot should avoid. Therefore, for domains that desire both correctness and optimality, POMDPs with both boolean and quantitative objectives are natural formulations.

Policy synthesis for POMDPs with both boolean and quantitative objectives has been studied before [9]. In their work, the goal is to find an optimal policy that also ensures a goal state is reached with probability 1 (almost-sure satisfaction). A more general policy synthesis problem of POMDPs with both boolean and quantitative objectives is to synthesize an optimal policy that satisfies the boolean objective with a probability above a threshold. This thesis studies this problem for the particular case of safe-reachability objectives, which require that with a probability above a threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold.
Many robot tasks such as the one shown in Figure 1.1 can be formulated as POMDPs with safe-reachability and quantitative objectives.

This thesis introduces the formulation of POMDPs with safe-reachability objectives and demonstrates that in specific domains that require a strong correctness guarantee of accomplishing tasks, POMDPs with safe-reachability objectives can provide a better guarantee of both safety and reachability than the existing POMDP models. Based on this formulation, this thesis first presents two policy synthesis approaches for POMDPs with safe-reachability objectives: (1) an offline policy synthesis approach for a strong correctness guarantee; and (2) an online planning approach for a balance between efficiency and correctness. Based on these approaches, this thesis then presents a policy synthesis approach for POMDPs with both safe-reachability and quantitative objectives.

1.3.1 POMDPs with Safe-Reachability Objectives

This thesis presents both offline synthesis and online planning approaches for POMDPs with safe-reachability objectives.

**Offline Synthesis**

The major challenge in policy synthesis for POMDPs is reasoning over a high-dimensional, continuous space of probability distributions (beliefs) called belief space. It is intractable to compute a full policy that specifies an action choice for every belief of the entire belief space. To address this challenge, this thesis introduces the notion of goal-constrained belief space that only contains beliefs reachable from a given initial belief under desired executions that can achieve the safe-reachability objectives. Since not every execution can satisfy the safe-reachability objective, the goal-constrained belief space is much smaller than the original belief space in general. Based on this notion, this thesis presents an approach
called Bounded Policy Synthesis (BPS) that synthesize policies with a bounded horizon offline over the goal-constrained belief space. The performance of BPS is evaluated in both simulated experiments on PR2 and physical experiments on Fetch. The results show that BPS can solve problems with large belief space by focusing on the goal-constrained belief space.

**Online Planning**

BPS is an offline method that synthesizes a full policy over the goal-constrained belief space before execution. Another category of approaches for solving POMDPs is online planning that interleaves the computation of a single plan and execution [62]. The choice of the approach depends on the problem at hand. A policy provides faster responses during execution, while a single plan is cheaper to compute. Offline policy synthesis provides a strong correctness guarantee, but it is difficult to scale. Online planning is much more scalable but makes it hard to ensure correctness. To balance between efficiency and correctness, this thesis introduces the notion of a partial policy, which is parameterized by a replanning probability and only contains a sampled subset of all possible events to approximate a full policy. This thesis proves that the probability of the constructed partial policy failing is bounded by the replanning probability. This theoretical result indicates that the replanning probability is a good measure of the approximation quality of a partial policy. Based on this idea, this thesis presents an online approach called Online Partial Policy Synthesis (OPPS) that interleaves the computation of partial policies and execution. OPPS allows users to specify an appropriate bound on the replanning probability to achieve a good balance between efficiency and correctness. Simulation results demonstrate that OPPS scales better than BPS and can solve problems that are beyond the capabilities of BPS.
1.3.2 POMDPs with Both Safe-Reachability and Quantitative Objectives

Both BPS and OPPS focus on boolean reasoning: the goal is to synthesize a policy that satisfies a safe-reachability objective. However, in some robot applications where many resource constraints such as energy and time are required to be considered, boolean reasoning is not enough. A safe-reachability objective is naturally used to set a “lower bound” on the desirability of the synthesized policy: the policy should at least satisfy the given safe-reachability objective. However, there can be many policies that meet the safe-reachability objective, and some of them are more desirable than others. Given this, it is appropriate to consider policy synthesis where the synthesized policy must not only satisfy a safe-reachability objective but also be optimal with respect to a quantitative objective. To complete the picture, this thesis presents a policy synthesis approach, called Point-Based Policy Synthesis (PBPS) that combines the safe-reachability objectives with the traditional quantitative objectives. This thesis provides a theoretical analysis for this PBPS approach, showing that the value difference between the policy constructed by PBPS and the potential solution policy that is both optimal and satisfies the safe-reachability objective is bounded. Both simulation and physical experiment results demonstrate that the policies constructed by PBPS achieve the safe-reachability objective and are of high quality with respect to the quantitative objective.

1.4 Thesis Structure

The remainder of this thesis is organized as follows:

In Chapter 2, the formulation of POMDPs with safe-reachability is formally defined. An example POMDP domain is discussed to demonstrate the advantage of this POMDP formulation against the existing POMDP models.
In Chapter 3 and 4, policy synthesis for POMDPs with only safe-reachability objectives is studied. Chapter 3 presents an offline policy synthesis approach for POMDPs with safe-reachability objectives and the corresponding experimental results. Chapter 4 presents an online planning approach for POMDPs with safe-reachability objectives and the corresponding theoretical and empirical analysis.

In Chapter 5, policy synthesis for POMDPs with both safe-reachability and quantitative objectives is investigated.

Conclusions and discussions of future work are addressed in Chapter 6.
Chapter 2

POMDPs with Safe-Reachability Objectives

Deploying robots in the physical world presents a fundamental challenge with planning robust executions under uncertainty, e.g., uncertain effects from imperfect controllers and uncertain observations from noisy sensors. The framework of POMDPs [67] is a standard approach for modeling a variety of robot tasks under uncertainty (e.g., [6, 7, 37, 58, 78]).

Perhaps the central algorithmic problem for POMDPs is the synthesis of policies [67] or conditional plans [33]: recipes that specify the actions to take contingent on all possible events in the environment. Traditionally, this policy synthesis problem is posed with quantitative objectives such as (discounted) rewards [1, 6, 33, 42, 49, 58, 63, 69]. Recently, there has been a growing interest in POMDPs with boolean objectives [7, 8, 74, 78, 79]. Many robot tasks in uncertain domains, such as the one shown in Figure 1.1, is naturally formulated as POMDPs with a high-level boolean objective written in a temporal logic.

On the one hand, POMDPs with quantitative objectives provide an optimality guarantee but may lead to overly conservative or overly risky behaviors [75], depending on the particular reward function chosen. On the other hand, POMDPs with boolean objectives provides a strong correctness guarantee of completing tasks [7, 8, 74, 78], but the constructed policy may not be optimal. For the example domain shown in Figure 1.1, many valid policies can achieve the task objective, i.e., satisfying the boolean objective. Among these valid policies, the preferable policy is the one that passes the smallest number of red regions that the robot should avoid. Therefore, for domains that require both correctness and optimality, POMDPs with both boolean and quantitative objectives are natural formulations.
This thesis considers policy synthesis for POMDPs with both boolean and quantitative objectives. Specifically, this thesis study a common boolean objective: safe-reachability objectives, which require that with a probability above a threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold. Many robot tasks such as the one shown in Figure 1.1 can be formulated as POMDPs with safe-reachability and quantitative objectives.

This chapter provides the formulation of POMDPs with safe-reachability objectives. We follow the notation in [78, 79].

2.1 Definitions

2.1.1 POMDPs

Definition 2.1.1 (POMDP).

A POMDP is a tuple $P = (S, \mathcal{A}, \mathcal{T}, O, Z, r)$:

- $S$ is a finite set of states.
- $\mathcal{A}$ is a finite set of actions.
- $\mathcal{T}$ is a probabilistic transition function: $\mathcal{T}(s, a, s') = \Pr(s'|s, a)$ is the probability of moving to state $s' \in S$ after taking action $a \in \mathcal{A}$ in state $s \in S$.
- $O$ is a finite set of observations.
- $Z$ is a probabilistic observation function: $Z(s', a, o) = \Pr(o|s', a)$ is the probability of observing $o \in O$ after taking action $a \in \mathcal{A}$ and reaching $s' \in S$.
- $r$ is a reward function: $r(s, a)$ defines the reward of executing action $a \in \mathcal{A}$ in state $s \in S$. 
Due to uncertainty in transition and observation, the actual state is partially observable and typically the robot maintains a belief, which is a probability distribution over all possible states $b : S \rightarrow [0, 1]$ with $\sum_{s \in S} b(s) = 1$. The set of beliefs $\mathcal{B} = \{b : S \rightarrow [0, 1] | \sum_{s \in S} b(s) = 1\}$ is known as the belief space.

The belief space transition function $T_B : \mathcal{B} \times \mathcal{A} \times \mathcal{O} \rightarrow \mathcal{B}$ is deterministic. $b_o^a = T_B(b, a, o)$ is the successor belief for a belief $b \in \mathcal{B}$ after taking an action $a \in \mathcal{A}$ and receiving an observation $o \in \mathcal{O}$, defined according to Bayes rule:

$$
\forall s' \in S, \ b_o^a(s') = \frac{Z(s', a, o) \sum_{s \in S} T(s, a, s')b(s)}{\Pr(o|b, a)} \tag{2.1}
$$

where $\Pr(o|b, a) = \sum_{s' \in S} Z(s', a, o) \sum_{s \in S} T(s, a, s')b(s)$ is the probability of receiving the observation $o$ after taking the action $a$ in the belief $b$.

**Definition 2.1.2** (k-Step Plan).

A k-step plan is a sequence $\sigma = (b_0, a_1, o_1, \ldots, a_k, o_k, b_k)$ such that for all $i \in (0, k]$, the belief updates satisfy the transition function $T_B$, i.e., $b_i = T_B(b_{i-1}, a_i, o_i)$, where $a_i \in \mathcal{A}$ is an action and $o_i \in \mathcal{O}$ is an observation. $|\sigma| = k$ is the length of the k-step plan $\sigma$.

**2.1.2 Safe-Reachability Objective**

This thesis studies a common boolean objective: safe-reachability, defined as follows:

**Definition 2.1.3** (Safe-Reachability Objective).

A safe-reachability objective is a tuple $\mathcal{G} = (\text{Dest}, \text{Safe})$:

- **Safe** is a set of safe beliefs
- **Dest** is a set of goal beliefs. In general, goal beliefs are safe beliefs, i.e., $\text{Dest} \subseteq \text{Safe}$. 
A safe-reachability objective $\mathcal{G}$ compactly represents the set $\Omega_{\mathcal{G}}$ of valid plans in belief space:

**Definition 2.1.4 (Valid $k$-Step Plan).** A $k$-step plan $(b_0, a_1, o_1, \ldots, a_k, o_k, b_k)$ is valid w.r.t. a safe-reachability objective $\mathcal{G} = (\text{Dest}, \text{Safe})$ if there exists a goal belief $b_j$ ($j \leq k$) at step $j$ ($b_j \in \text{Dest}$) and all beliefs $b_i$ ($i < j$) visited before step $j$ are safe beliefs ($b_i \in \text{Safe}$).

Note that safe-reachability objectives are defined using sets of beliefs (probability distributions). The quantitative analysis problem of POMDPs with requirements of a goal state is eventually reached with a probability above some threshold while keeping the probability of visiting unsafe states below some threshold can be easily formulated as a safe-reachability objective $\mathcal{G} = (\text{Dest}, \text{Safe})$ defined as follows:

$$\text{Dest} = \{ b \in \mathcal{B} | \sum_{s \text{ is a goal state}} b(s) > 1 - \delta_1 \}$$

(2.2)

$$\text{Safe} = \{ b \in \mathcal{B} | \sum_{s \text{ violates safety}} b(s) < \delta_2 \}$$

(2.3)

Where $\delta_1$ and $\delta_2$ are small values that represent tolerance.

2.1.3 Policy and Conditional Plan

Previous results [10, 50, 57] have shown that policy synthesis of POMDPs is generally undecidable. However, when restricted to a bounded horizon, policy synthesis of POMDPs becomes PSPACE-complete [53, 56]. Therefore, this thesis focuses on computing a bounded policy $\pi$ and the horizon (number of steps) of the policy is less than a given bound $h$. This bounded policy $\pi$ is essentially a set of conditional plans [33]:

**Definition 2.1.5 (Conditional Plan).**

A conditional plan $\gamma$ is a tuple $\gamma = (a, \nu)$, where $a \in \mathcal{A}$ is an action and $\nu$ is an observation
strategy that maps an observation \( o \in O \) to a conditional plan \( \gamma' \).

Figure 2.1 shows an example of a conditional plan \( \gamma = (a_1, \nu) \) represented as a tree rooted at the belief \( b \). \( \gamma \) together with the belief \( b \) defines a set \( \Omega_{\gamma,b} \) of \( k \)-step plans \( \sigma_k = (b, a_1, o_1, \ldots, a_k, o_k, b_k) \) in the belief space. For each plan \( \sigma_k \in \Omega_{\gamma,b} \), the execution is the following process: initially, the execution starts at the belief \( b \) and take the action \( a_1 \) specified by \( \gamma \). Upon receiving an observation \( o \), the execution moves to the successor belief \( b_o = T_b(b, a_1, o) \) and start executing the conditional plan \( \gamma_o \) for the observation \( o \) specified by the observation strategy \( \nu \) of the conditional plan \( \gamma \). This process repeats until the execution reaches a terminal belief. The horizon \( h_\gamma = \max_{\sigma \in \Omega_{\gamma,b}} |\sigma| \) of a conditional plan \( \gamma \) is defined as the maximum length of the plans in \( \Omega_{\gamma,b} \).

**Definition 2.1.6 (Valid Conditional Plan).**

A conditional plan \( \gamma \) is valid starting from a belief \( b \in B \) w.r.t. a safe-reachability objective \( G \) if every plan in \( \Omega_{\gamma,b} \) is valid (\( \Omega_{\gamma,b} \subseteq \Omega_G \)).

**Definition 2.1.7 (k-Step Policy).**

A \( k \)-step policy \( \pi = \{\gamma_1, \gamma_2, \ldots\} \) is a set of conditional plans. \( \pi \) is associated with a set of beliefs \( \mathcal{B}_\pi \subseteq B \). Each conditional plan \( \gamma \in \pi \) is associated with a belief \( b \in \mathcal{B}_\pi \) and \( \pi(b) = \gamma \) specifies this conditional plan \( \gamma \) for this belief \( b \). For a \( k \)-step policy \( \pi \), the horizon \( h_\pi = \max_{\gamma \in \pi} h_\gamma \) is \( k \).

Similarly, the \( k \)-step policy \( \pi = \{\gamma_1, \gamma_2, \ldots\} \) defines a set \( \Omega_\pi = \bigcup_{b \in \mathcal{B}_\pi} \Omega_{\gamma,b} \) of plans, where \( \gamma \) is the conditional plan specified for the belief \( b \) by the policy \( \pi \).

**Definition 2.1.8 (Valid k-Step Policy).**

A \( k \)-step policy \( \pi \) is valid w.r.t. a safe-reachability objective \( G \) if every plan in the set \( \Omega_\pi \) is valid (\( \Omega_\pi \subseteq \Omega_G \)).
2.2 Relation to POMDPs with Quantitative Objectives

There are two distinct approaches that can model safe-reachability objectives *implicitly* using the existing POMDP models in the literature. The first approach is to incorporate safety and reachability constraints as negative penalties for unsafe states and positive rewards for goal states in *unconstrained* POMDPs with quantitative objectives. However, the authors of [75] have shown a counterexample that demonstrates formulating constraints as unconstrained POMDPs with quantitative objectives does not always yield good policies. The second approach is to encode safe-reachability objectives implicitly as C/RS/CC-POMDPs that extend unconstrained POMDPs with notions of risk and cost [34, 35, 40, 51, 61, 63, 75].
Figure 2.2: An example to show the difference between POMDPs with safe-reachability objectives and unconstrained/C/RS/CC-POMDPs. There are 3 states: start state $s_{\text{ready}}$, unsafe state $s_{\text{unsafe}}$ and goal state $s_{\text{goal}}$. Dashed green edges represent transitions of executing left-hand pick-up action $a_L$ in state $s_{\text{ready}}$ and solid red edges represent transitions of executing right-hand pick-up action $a_R$ in state $s_{\text{ready}}$. For each edge, the first line is the transition probability and the second line is the tuple of observation probabilities $(p_{o_{\text{pos}}}, p_{o_{\text{neg}}})$.

This section shows the differences between POMDPs with safe-reachability objectives and unconstrained/C/RS/CC-POMDPs through an example.

In this simple example, the robot tries to pick up a target cup from the storage area. There are two action choices: pick-up using the left hand (action $a_L$) and pick-up using the right hand (action $a_R$). Both $a_L$ and $a_R$ are uncertain, and the robot may hit the storage while executing $a_L$ or $a_R$, which results in an unsafe collision state $s_{\text{unsafe}}$. There are two possible observations after executing $a_L$ or $a_R$: observation $o_{\text{pos}}$ representing the robot observes a cup in its hand and observation $o_{\text{neg}}$ representing the robot observes no cup in its hand (Note that the actual state may be different from the observation due to uncertainty). The task
Figure 2.3: The belief space transition for the POMDP in Figure 2.2. Blue nodes \((p_{\text{ready}}, p_{\text{unsafe}}, p_{\text{goal}})\) represent beliefs (probability distributions over states), and red nodes represent observation. The edges from blue nodes to red nodes represent actions and the edges from red nodes to blue nodes represent observations and the corresponding probabilities.

The objective is to reach a goal state \(s_{\text{goal}}\) where the robot holds a cup in its hand with a probability greater than 0.8 (reachability) while keeping the probability of visiting unsafe state \(s_{\text{unsafe}}\) below the threshold 0.2 (safety). The probability transition and observation functions are shown in Figure 2.2. Based on Formula 2.1, the transition in the corresponding belief space is constructed (see Figure 2.3).

If this problem is modeled as an unconstrained POMDP by assigning a negative penalty \( -P (P > 0) \) for unsafe state \(s_{\text{unsafe}}\) and a positive reward \(R (R > 0)\) for goal state \(s_{\text{goal}}\), the optimal action for \(s_{\text{ready}}\) that achieves the maximum reward is always \(a_L\), no matter what values of \(P\) and \(R\) are. This is because the expected reward of action \(a_L\) \((0.9R - 0.1P)\) is greater than the expected reward of \(a_R\) \((0.85R - 0.1P)\). However, action \(a_L\) does not satisfy the original safe-reachability objective in the worst case where the robot observing \(o_{\text{neg}}\) after executing action \(a_L\) and the resulting belief state \((0, 0.28, 0.72)\) violates the original...
safety-reaching objective.

If this problem is model this problem as a C/RS/CC-POMDP by assigning a positive reward $R$ for goal state $s_{\text{goal}}$ and a cost 1 for visiting unsafe state $s_{\text{unsafe}}$, the best action for $s_{\text{ready}}$ will be $a_L$ since both $a_L$ and $a_R$ satisfies the cost/risk constraint (expected cost/risk $0.1 < 0.2$) and the expected reward of $a_L$ ($0.9R$) is greater than the expected reward of $a_R$ ($0.85R$). However, action $a_L$ violates the original safe-reaching objective for the same reason explained above.

On the contrary, using the formulation of POMDPs with safe-reaching objectives, the best action for $s_{\text{ready}}$ will be $a_R$. This is because, as shown in Definition 2.1.8, a valid policy should satisfy the safe-reaching objective in all possible executions and only $a_R$ satisfies the safe-reaching objective in every possible execution.

This simple example intends to illustrate that in some domains that require the robot to accomplish the task safely, the formulation of POMDPs with safe-reaching objectives can provide a better guarantee of both safety and reachability than the existing POMDP models. While the formulations of cost/risk as negative penalties in unconstrained POMDPs and expected cost/risk threshold constraints in C/RS/CC-POMDPs are suitable for many applications, there are domains such as autonomous driving and disaster rescue that demand synthesis of policies that can provide such a strong guarantee of reaching goal states safely, especially when violating safety requirements results in irreversible damage to robots.
Chapter 3

Offline Synthesis for POMDPs with Safe-Reachability Objectives

This chapter presents an offline policy synthesis algorithm called Bounded Policy Synthesis (BPS) for POMDPs with safe-reachability objectives, first published in [78].

Previous results [10, 50, 57] have shown that the quantitative analysis problem of POMDPs with reachability objectives is undecidable. To make the problem tractable, this thesis assumes there exists a bounded horizon $h$ such that $h$ is sufficiently large to prove the existence of a valid policy or the user is not interested in plans beyond the bounded horizon $h$. This assumption is particularly reasonable for robotic domains because robots are often required to accomplish a task in bounded steps due to some resource constraints such as energy/time constraints. Figure 3.1 shows an example of such a scenario: a robot with uncertain actuation and perception needs to navigate through a kitchen to pick up an object in bounded steps while avoiding collisions with uncertain obstacles.

Like most other algorithms for POMDP policy synthesis, BPS is based on reasoning about the space of beliefs, or probability distributions over possible states of the POMDP. The primary algorithmic challenge is that the belief space is a vast, high-dimensional space of probability distributions. To address this challenge, BPS exploits the notion of a goal-constrained belief space. This notion takes inspiration from recent advances in point-based algorithms [42, 49, 58, 69] for POMDPs with discounted reward objectives. These POMDP algorithms exploit the notion of the reachable belief space $B_{b_0}$ from an initial belief $b_0$ and compute an approximately optimal policy over $B_{b_0}$ rather than the entire belief space. Sim-
Figure 3.1: An example of a safe-reaching objective: a robot with uncertain actuation and perception needs to navigate through the kitchen and pick up a green cup from the black storage area (reachability), while avoiding collisions with uncertain obstacles (e.g., chairs) modeled as cylinders in the yellow “shadow” region (safety).

Similarly, BPS computes a valid policy over a goal-constrained belief space, which contains beliefs visited by desired executions that can achieve the safe-reaching objective. The goal-constrained belief space is generally much smaller than the original belief space.

BPS computes a valid policy by iteratively searching for a candidate plan in the goal-constrained belief space and constructing a policy from this candidate plan. BPS compactly represents the goal-constrained belief space over a bounded horizon using symbolic constraints. The applicability of constraint-based methods has been already advocated in several robotics planning algorithms [17, 39, 54, 80]. Many of these algorithms take advantage of a modern, incremental SMT solver [19] for efficiency. Inspired by this, BPS applies the SMT solver to efficiently explore the symbolic goal-constrained belief space to generate candidate plans. Note that a candidate plan is a single path that only covers a particular observation at each step, while a valid policy is contingent on all possible observations. Therefore, once a candidate plan is found, BPS tries to generate a valid policy from the candidate plan by considering all possible events at each step. If this policy generation
fails, BPS adds additional constraints that block invalid plans and force the SMT solver to generate other better plans. The incremental capability of the SMT solver allows BPS to generate alternate candidate plans when the constraints are updated efficiently. If there is no new candidate plan for the current horizon, BPS increases the horizon and repeats the above steps until it finds a valid policy or reaches a given horizon bound.

The scalability of BPS is evaluated using a case study involving a partially observable robotic domain with uncertain obstacles (Figure 3.1). The experimental results demonstrate that BPS can scale up to large belief spaces by focusing on the goal-constrained belief space.

### 3.1 Problem Formulation

#### 3.1.1 Goal-Constrained Belief Space

Computing a full policy that selects an action for every belief is intractable, due to the curse of dimensionality [56]: the belief space $B$ is a high-dimensional, continuous space with an infinite number of beliefs. One way to make the problem tractable is to focus on the reachable belief space $B_{b_0}$ [42, 58], which only contains beliefs reachable from the given initial belief $b_0$ and is generally much smaller than the original belief space $B$.

The safe-reachability objective $G$ defines a set $\Omega_G$ of plans that satisfy $G$. Combining the reachable belief space $B_{b_0}$ and the set $\Omega_G$ of valid plans defined by the safe-reachability objective $G$ defines a *goal-constrained belief space* $B_G$ that contains beliefs reachable from the initial belief $b_0$ under a valid plan $\sigma \in \Omega_G$. The *goal-constrained belief space* $B_G$ is usually much smaller than the reachable belief space $B_{b_0}$. Thus, computing policies over the goal-constrained belief space $B_G$ can lead to a substantial gain in efficiency.
3.1.2 Problem Statement

Given a POMDP $P$, an initial belief $b_0$ and a safe-reachability objective $G$, the goal is to synthesize a valid policy $\pi$ over the corresponding goal-constrained belief space $B_G$.

3.2 Bounded Policy Synthesis

The core steps of BPS (Algorithm 1) are shown in Figure 3.2. BPS computes a valid policy by iteratively searching for a candidate plan in the goal-constrained belief space $B_G$ and constructing a valid policy from this candidate plan. Figure 3.3 graphically depicts one example run of BPS.

First BPS compactly encodes the goal-constrained belief space $B_G$ (the black box in Figure 3.3) w.r.t. the given POMDP $P$, the initial belief $b_0$ and the safe-reachability objective $G$ over a bounded horizon $k$ as a logical formula $\Phi_k$ (Algorithm 1, lines 2, 6, 8). More details of the constraints that encode the goal-constrained belief space are discussed in Section 3.2.1.

Then BPS computes a candidate plan by checking the satisfiability of the constraint $\Phi_k$ (line 10) through a modern, incremental SMT solver [19]. Note that the horizon $k$ restricts the length of the plan and thus the robot can only execute $k$ actions.
Algorithm 1: BPS

Input:
POMDP $P$
Initial Belief $b_0$
Safe-Reachability Objective $G$
Start Step $s$
Horizon Bound $h$

Output: A Valid Policy $\pi$

1. $k \leftarrow s$; /* Initial horizon */
2. $\Phi_k \leftarrow (b_s = b_0)$; /* Initial belief */
3. while $k \leq h$ do
4.   $\sigma_k \leftarrow \emptyset$; /* $\sigma_k$: Candidate plan */
5.   /* Add transition at step $k$ if $k > s$ */
6.   if $k > s$ then
7.     $\Phi_k \leftarrow \Phi_k \land (b_k = T_B(b_{k-1}, a_k, o_k))$;
8.     push($\Phi_k$); /* Push scope */
9.     /* Add goal constraints at step $k$ (Formula 3.1) */
10.    $\Phi_k \leftarrow \Phi_k \land G(\sigma_k, G, k)$;
11. while $\emptyset = \sigma_k$ do /* Candidate generation */
12.   $\sigma_k \leftarrow$ IncrementalSMT($\Phi_k$);
13.   if $\emptyset = \sigma_k$ then /* No new plan */
14.      break;
15.   else /* $\phi$: constraints for blocking invalid plans */
16.     $\pi, \phi =$ PolicyGeneration($P, G, \sigma_k, s + 1, h$);
17.     if $\pi = \emptyset$ then /* Generation failed */
18.        $\Phi_k \leftarrow \Phi_k \land \phi$;
19.     else /* Pop scope: pop goal and $\phi$ at step $k$ */
20.        pop($\Phi_k$);
21.     $\sigma_k \leftarrow \emptyset$;
22.   return $\emptyset$;
23. return $\emptyset$; /* Increase horizon */
Figure 3.3: An example run of BPS. The black box represents the goal-constrained belief space \( \mathcal{B}_G \) over the bounded horizon \( k \). Circle nodes represent beliefs, the edges (e.g., \( a_{s+1}^{\sigma_k} \), \( a_i^{\sigma_k} \)) from circle nodes to rectangle nodes represent actions and the edges (e.g., \( o_{s+1}^{\sigma_k}, o_{i+1} \)) from rectangles nodes to circle nodes represent observations. The dashed green path represents one candidate plan \( \sigma_k \) found by the incremental SMT solver. BPS constructs a policy tree from this candidate plan by considering other branches following the rectangle node for each step.

If \( \Phi_k \) is satisfiable, the SMT solver returns a candidate plan (the dashed green path in Figure 3.3) and BPS tries to generate a valid policy from the candidate plan by considering all possible observations, i.e., other branches following the rectangle node at each step (line 14). If this policy generation succeeds, BPS finds a valid policy. Otherwise, BPS adds additional constraints that block this invalid plan (line 16) and forces the SMT solver to generate another better candidate.

If \( \Phi_k \) is unsatisfiable and thus there is no new plan for the current horizon, BPS increases the horizon by one (line 21) and repeats the above steps until a valid policy is found (line 18) or a given horizon bound \( h \) is reached (line 3).

This incremental SMT solver [19] can efficiently generate alternate candidate plans by maintaining a stack of scopes, where each scope is a container for a set of constraints and the corresponding “knowledge” learned from this set of constraints. For fast repeated sat-
isfiability checks, when updating constraints (lines 2, 6, 8, 16), rather than rebuilding the “knowledge” from scratch, the incremental SMT solver only changes the “knowledge” related to the updates by pushing (line 7) and popping (line 20) scopes. Thus the “knowledge” learned from previous satisfiability checks can be reused.

3.2.1 Constraint Generation

In the first step, BPS uses an encoding from Bounded Model Checking (BMC) [3] to construct the constraint $\Phi_k$ representing the goal-constrained belief space $\mathcal{B}_g$ w.r.t. the POMDP $P$, the initial belief $b_0$ and the safe-reachability objective $\mathcal{G}$ over the bounded horizon $k$. The idea behind BMC is to find a finite plan with increasing horizon that satisfies the given safe-reachability objective.

The constraint $\Phi_k$ contains three parts:

1. Starting from the initial belief (line 2): $b_s = b_0$.

2. Unfolding of the transition up to the horizon $k$ (line 6): $\bigwedge_{i=s+1}^{k} (b_i = \mathcal{T}_B(b_{i-1}, a_i, o_i))$.

3. Satisfying the safe-reachability objective $\mathcal{G}$ (line 8).

A safe-reachability objective can be represented as a constraint $G(\sigma_k, \mathcal{G}, k)$ on bounded plans $\sigma_k = (b_s, a_{s+1}, o_{s+1}, \ldots, a_k, o_k, b_k)$ using the rules provided by BMC [3] as follows:

$$G(\sigma_k, \mathcal{G}, k) = \bigvee_{i=s}^{k} (b_i \in \text{Dest} \land \bigwedge_{j=s}^{i-1} (b_j \in \text{Safe})) \quad (3.1)$$

For a safe-reachability objective $\mathcal{G}$ with a set Dest of goal beliefs and a set Safe of safe beliefs, a finite plan that visits a goal belief while staying in the safe region is sufficient to satisfy $\mathcal{G}$. Therefore, it is sufficient to specify that a bounded plan with length $k$ eventually
visits a belief $b_i \in \text{Dest}$ while staying in the safe region ($\bigwedge_{j=s}^{i-1}(b_j \in \text{Safe})$), as shown in Formula 3.1.

### 3.2.2 Plan Generation

The next step is to generate a candidate plan $\sigma_k$ of length $k$ that satisfies the constraint $\Phi_k$. BPS applies an incremental SMT solver to efficiently search for such a candidate in the goal-constrained belief space $\mathcal{B}_G$ defined by $\Phi_k$ (line 10). If $\Phi_k$ is unsatisfiable, there is no bounded plan $\sigma_k$ for the current horizon. In this case, BPS increases the horizon (line 21). If $\Phi_k$ is satisfiable, the SMT solver will return a satisfying model that assigns concrete values $b_i^{\sigma_k}$, $a_i^{\sigma_k}$ and $o_i^{\sigma_k}$ for the belief $b_i$, action $a_{i+1}$ and observation $o_{i+1}$ at each step $i$ respectively, which can be used to construct the candidate plan $\sigma_k = (b_{s+1}^{\sigma_k}, a_{s+1}^{\sigma_k}, o_{s+1}^{\sigma_k}, b_{s+1}^{\sigma_k}, \ldots, a_k^{\sigma_k}, o_k^{\sigma_k}, b_k^{\sigma_k})$.

### 3.2.3 Policy Generation

Plan generation returns a candidate plan $\sigma_k$ (the dashed green path in Figure 3.3) that satisfies the safe-reachability objective $G$. This candidate plan is a single path that only covers a particular observation $o_i^{\sigma_k}$ at each step $i$. A valid policy should also consider other possible observations $o'_i \neq o_i^{\sigma_k}$, i.e., other branches following the rectangle node for each step $i$. Policy generation (Algorithm 2) tries to construct a valid policy from a candidate plan by considering all possible observations at each step.

For a candidate plan $\sigma_k$, BPS processes each step of $\sigma_k$, starting from the last step (Algorithm 2, line 24). For each step $i$, since the set of observations $O$ is finite, BPS enumerates every possible observation $o'_i \neq o_i^{\sigma_k}$ (line 25) and compute the next belief $b'_i$ using the transition function (line 26). To ensure the action $a_i^{\sigma_k}$ also works for this different observation $o'_i$, BPS computes a valid policy for the branch starting from $b'_i$, which is another
Algorithm 2: PolicyGeneration

Input:
- POMDP $P$
- Safe-Reachability Objective $G$
- Candidate Plan $\sigma_k = (b_{i-1}^{\sigma_k}, a_{s+1}^{\sigma_k}, o_{s+1}^{\sigma_k}, b_{s+1}^{\sigma_k}, \ldots, b_k^{\sigma_k})$
- Start Step $s$
- Horizon Bound $h$

Output: A Valid Policy $\pi$ and Constraints $\phi$ for blocking invalid plans if the input candidate plan is invalid

23 $\pi \leftarrow \emptyset$

24 for $i = k$ downto $s$

25 foreach observation $o \in O - \{o_i^{\sigma_k}\}$ do

26 /* Try observation $o$

27 $b'_i \leftarrow T_B(b_{i-1}^{\sigma_k}, a_i^{\sigma_k}, o)$;

28 /* Call BPS to construct the branch

29 $\pi' \leftarrow \text{BPS}(P, b'_i, G, i, h)$;

30 if $\emptyset = \pi'$ then

31 /* Construction failed

32 Construct $\phi$ using Formula 3.2

33 return $\emptyset, \phi$;

34 /* Combine policy

35 $\pi \leftarrow \pi \cup \pi'$

36 /* Record action choice for belief $b_{i-1}^{\sigma_k}$

37 $\pi(b_{i-1}^{\sigma_k}) \leftarrow a_i^{\sigma_k}$;

38 return $\pi, \emptyset$;

BPS problem and can be solved using Algorithm 1 (line 27).

If BPS successfully constructs the valid policy $\pi'$ for this branch, BPS adds $\pi'$ to the policy $\pi$ for the original synthesis problem (line 31). Otherwise, this candidate plan $\sigma_k$ cannot be an element of a valid policy $\sigma_k \notin \Omega_\pi$. In this case, the prefix of the candidate plan $(b_s^{\sigma_k}, a_{s+1}^{\sigma_k}, o_{s+1}^{\sigma_k}, \ldots, b_{i-1}^{\sigma_k}, a_i^{\sigma_k})$ is invalid for current horizon $k$ and BPS adds additional
constraints $\phi$ to block all invalid plans that have this prefix (line 29):

$$\phi = \neg ((b_s = b^{r_s}) \land (a_i = a^{r_i}) \land$$

$$\left( \bigwedge_{m=s+1}^{i-1} (a_m = a^{r_m}) \land (o_m = o^{r_m}) \land (b_m = b^{r_m}) \right) \right) \quad (3.2)$$

Note that $\phi$ is only valid for current horizon $k$ and when the horizon increases, BPS pops the scope related to the additional constraints $\phi$ from the stack of the SMT solver (line 20) so that those plans with this prefix with the increased horizon can be revisit. If BPS successfully constructs policies for all other branches at step $i$, the choice of action $a^{r_i}$ for belief $b^{r_{i-1}}$ is valid for all possible observations. Then BPS records this choice for belief $b^{r_{i-1}}$ in the policy (line 32). This policy generation terminates when it reaches the start step $s$ as stated in the for-loop (line 24) or it fails to construct the valid policy $\pi'$ for a branch (line 28).

### 3.3 Algorithm Analysis

#### 3.3.1 Algorithm Complexity

The reachable belief space $B_{b_0}$ can be seen as a tree where the root node is the initial belief $b_0$ and at each node, the tree branches on every action and observation. The given horizon bound $h$ limits the height of the tree. Therefore, the reachable belief space $B_{b_0}$ of height $h$ contains $O(|\mathcal{A}|^h |\mathcal{O}|^h)$ plans, where $|\mathcal{A}|$ and $|\mathcal{O}|$ are the size of the action set $\mathcal{A}$ and the size of observation set $\mathcal{O}$ respectively. To synthesize a valid policy, a naive approach that checks every plan in the reachable belief space $B_{b_0}$ requires $O(|\mathcal{A}|^h |\mathcal{O}|^h)$ calls to the SMT solver. This exponential growth of the reachable belief space $B_{b_0}$ due to branches on both action and observation is a major challenge for synthesizing a valid policy.
In contrast, BPS exploits the notion of goal-constrained belief space $B_G$ and efficiently explores the goal-constrained belief space $B_G$ by leveraging an incremental SMT solver to generate a candidate plan $\sigma$ of length at most $h$. This candidate plan fixes the choice of actions at each step and thus the policy generation process only needs to consider the branches on observations for each step, as shown in Figure 3.3. Therefore, BPS requires $O(I|O|^h)$ calls to the SMT solver, where $I$ is the number of interactions between plan generation and policy generation, while the naive approach described above requires $O(|A|^h|O|^h)$ SMT solver calls. In general, $I$ is often much smaller than $|A|^h$, which leads to much faster policy synthesis.

3.3.2 Observability

As discussed in the previous section (Section 3.3.1), the number of plans checked by BPS is $O(I|O|^h)$ calls to the SMT solver, where $I$ is the number of interactions between plan generation and policy generation. Thus, the observability of the domain, i.e., the capability of the robot’s perception, plays an important role in the performance of BPS.

In one extreme case, if the robot has perfect perception and the domain is fully observable, the robot knows the exact current state during execution. Then the underlying model becomes an MDP rather than a POMDP, and there is a large body of works [14, 15, 20, 24, 44, 46–48, 77, 82] that can deal with MDP with boolean objectives as discussed in Section 1.2.2). A fully observable domain can also be modeled as a POMDP $P = (S, A, T, O, Z, r)$ where the set of observations is equivalent to the state space, i.e., $O = S$, and the probabilistic observation function is $Z(s', a, o) = 0$ for every $s' \neq o$ and $Z(s', a, o) = 1$ when $s' = o$. To solve this fully observable domain, BPS requires $O(I|S|^h)$ calls to the SMT solver, where $I$ is the number of interactions between plan generation and policy generation. For complex robot tasks, the state space $S$ is usually very large. As an
example, the size of the state space for the kitchen domain (Figure 3.1) with \( N \) regions and \( M \) obstacles is \(|S| = C(N, M) \cdot N\), where \( C(N, M) \) is the number of \( M \)-combinations from the set of \( N \) regions. For \( N = 24 \) and \( M = 4 \), there are more than \( 10^5 \) states. Therefore, BPS may check a huge number of plans in order to compute a valid policy due to a high dimensional observation space and thus may not scale well for fully observable domains.

In another extreme case, if the robot has no perception and the domain is unobservable, the robot has no information about the current state. Then the underlying model becomes an unobservable MDP (UMDP) [53] rather than a POMDP. A UMDP can be modeled as a POMDP \( P = (S, \mathcal{A}, \mathcal{T}, O, Z, r) \) where the set of observations \( O = \{o\} \) contains only one element (the same observation \( o \) is received for every state) and the probabilistic observation function is constant, i.e., \( Z(s', a, o) = \frac{1}{|S|} \) for all \( s' \in S \). To solve this unobservable domain, BPS only requires \( O(I) \) calls to the SMT solver, where \( I \) is the number of interactions between plan generation and policy generation. This is because for unobservable domains, there is no branching on observations and a policy is just a plan. Therefore, BPS only checks a small number of plans in order to compute a valid policy and thus scales well for unobservable domains.

For general cases where the domain is partially observable, BPS requires \( O(I|O|^h) \) calls to the SMT solver, where \( I \) is the number of interactions between plan generation and policy generation, as discussed in Section 3.3.1. Therefore, BPS is usually effective for POMDPs with a restricted partially observable component, but may not scale well for POMDPs with high-dimensional/continuous observation space.

### 3.4 Experiments

BPS is evaluated in a partially observable kitchen domain (Figure 3.1) with a PR2 robot and \( M \) uncertain obstacles placed in the yellow “shadow” region. The task for the robot is
to pass the yellow “shadow” region safely avoiding collisions with uncertain obstacles and eventually pick up a green cup from the black storage area.

The kitchen environment is first discretized into $N$ regions. The locations of the obstacles are uniformly distributed among the regions in the yellow “shadow” region and there is at most one obstacle in each region. The robot starts at a known initial location. However, due to the robot’s imperfect perception, the locations of the robot, the locations of uncertain obstacles, and the location of the target cups are all partially observable during execution.

In this domain, the actuation and perception of the robot are imperfect. There are ten uncertain robot actions ($|\mathcal{A}| = 10$):

1. Four *move* actions that move the robot to an adjacent region in four directions: including *move-north*, *move-south*, *move-west* and *move-east*. *Move* actions could fail with a probability $p_{\text{fail}}$, resulting in no change in the state.

2. Four *look* actions that observe a region to see whether there is an obstacle in that region, including *look-north*, *look-south*, *look-west*, *look-east* (look at the adjacent region in the corresponding direction). When the robot calls *look* to observe a particular region $i$, it may either make an observation $o = o_{\text{pos}}$ representing the robot observes an obstacle in region $i$, or $o = o_{\text{neg}}$ representing the robot observers no obstacle in region $i$. The probabilistic observation function $Z(s', a, o)$ for *look* actions is defined based on the false positive probability $p_{\text{fp}}$ and the false negative probability $p_{\text{fn}}$.

3. Two *pick-up* actions that pick up an object from the black storage area: pick-up using the left hand $a_L$ and pick-up using the right hand $a_R$. The model of *pick-up* actions is the same as that discussed in Section 2.2 (see Figure 2.2).

The task shown in Figure 3.1 can be specified as a safe-reachability objective with a set
Dest of goal beliefs and a set Safe of safe beliefs, defined as follows:

\[
\begin{align*}
\text{Dest} &= \{ b \in \mathcal{B} \mid \left( \sum b(\text{target cup in robot’s hand}) \right) > 1 - \delta_1 \} \\
\text{Safe} &= \{ b \in \mathcal{B} \mid \left( \sum b(\text{robot in collision}) \right) < \delta_2 \} 
\end{align*}
\]  \tag{3.3}

where \(\delta_1\) and \(\delta_2\) are small values that represent tolerance. The reachability objective specifies that in a goal belief, the probability of having the target cup in the robot’s hand should be greater than the threshold \(1 - \delta_1\). The safety objective specifies that in a safe belief, the probability of the robot in collision (the robot and one obstacle in the same region) should be less than the tolerance \(\delta_2\).

The goal is to generate a valid policy for the robot that is guaranteed to achieve the safe-reachability objective, even with uncertain actuation and perception.

### 3.4.1 Performance

The performance of BPS is evaluated using test cases of the kitchen domain with various numbers of obstacles. Z3 [19] is used as the backend incremental SMT solver. All experiments were conducted on a 3.0GHz Intel® processor with 32GB memory. For all the tests, the horizon bound is \(h = 20\) and the number of regions in the kitchen environment is \(N = 24\).

To evaluate the gains from incremental solving, BPS is tested in two settings: with and without incremental solving. Note that when incremental solving is disabled, each call to the SMT solver requires solving the SMT constraints from scratch, rather than reusing the results from the previous SMT solver calls. Figure 3.4 shows the performance results of BPS with and without incremental solving. As shown in Figure 3.4, enabling incremental solving in BPS leads to a performance improvement in policy synthesis. This is because
Figure 3.4: Performance of BPS as the number of obstacles $M$ varies. The plot of circles shows the performance of BPS with incremental solving and the plot of squares shows the performance of BPS without incremental solving.

Figure 3.5: The number of plans checked (i.e., the number of SMT calls) by BPS during policy synthesis as the number of obstacles $M$ varies.

the BMC encoding [3] used in BPS is particularly suitable for incremental solving since increasing horizon and blocking invalid plans correspond to pushing/popping constraints.
To demonstrate the gains from utilizing the goal-constrained belief space compared to a simple exhaustive search in the reachable belief space, this thesis first estimates the number of plans in the reachable belief space. There is no observation branching for the four move actions, and there are two observation branches for the four look actions. The two pick-up actions can be ignored since these two actions are not available in every step and can only be performed when the robot is fairly confident that it is in the position where it is ready to pick up a cup from the black storage area. Therefore, the approximate lower bound of the number of plans in the reachable belief space with at most $h = 20$ steps is $(4 + 4 \times 2)^{20} \approx 10^{21}$. However, as shown in Figure 3.5, for the largest test, the number of plans checked (around 120) in BPS is very small compared to the number of plans in the reachable belief space. These results show that BPS can solve problems in large reachable belief spaces with a small number of SMT solver calls by focusing on the goal-constrained belief space.

However, Figure 3.4 also shows that the synthesis time grows exponentially as the number of obstacles increases, which matches the complexity analysis in Section 3.3.1. This is because the current implementation of BPS operates on an exact tree representation of policies with all the observation branches. As the number of obstacles increases, both the horizon bound (the height of the policy tree) and the size of the state space (the belief space dimension) increase, which leads to exponential growth of plans in the policy tree and makes the policy synthesis problem much harder.

### 3.4.2 Horizon Bound

To evaluate how BPS performs with different horizon bounds, BPS is tested in the kitchen domain with $M = 2$ obstacles. Figure 3.6 shows the performance results of BPS as the horizon bound $h$ increases. For the kitchen domain with $M = 2$ obstacles, it requires at
least $h_{\text{min}} = 9$ (the blue dashed line in Figure 3.6) steps to complete the tasks. As shown in Figure 3.6, when the horizon bound $h < h_{\text{min}}$, there is no valid policy within the horizon bound, and BPS needs to explore every plan in the goal-constrained belief space in order to confirm non-existence of valid policies. Therefore, the computation time of BPS grows rapidly as the horizon bound $h$ increases when the horizon bound $h < h_{\text{min}}$. When the horizon bound $h \geq h_{\text{min}}$, the computation time of BPS does not change much as the horizon bound $h$ increases. This is because BPS stops increasing the horizon after a valid policy is found as shown in Algorithm 1. Therefore, when the horizon bound $h \geq h_{\text{min}}$, increasing the horizon bound does not affect the performance of BPS.

### 3.4.3 Physical Validation

BPS is validated on a Fetch robot for the domain shown in Figure 3.7. The setup of this domain is similar to the kitchen domain. The Fetch needs to pick up a target object (the blue can on the table) while avoiding collisions with uncertain obstacles such as floor signs and
file cabinets, which can be placed in different locations. The POMDP’s state space consists of robot locations and object locations. A Vicon system is used to detect object locations, which is usually accurate but can still produce false negative and false positive due to occlusion or inappropriate Vicon marker configurations on objects. The false negative and false positive probabilities can be estimated by counting the false negative and false positive events during 100 Vicon detections. The POMDP’s probabilistic observation function is defined based on the false negative and false positive probabilities. Sometimes the Fetch may fail to move its base when given a move action command and stay in the same place. The failure probability of these move actions can be estimated by counting the failure
events during 100 *move* action executions. The POMDP’s probabilistic transition function is defined based on this failure probability.

Figure 3.8a, 3.8b, 3.8c, 3.8d, 3.8e, 3.8f, 3.8g, and 3.8h show the execution of the policy constructed by BPS. BPS produces a policy that achieves the given safe-reachability objective.

### 3.5 Discussion

In this chapter, an offline policy synthesis method called BPS is presented for POMDPs with safe-reachability objectives. BPS exploits the notion of a goal-constrained belief space to improve computational efficiency. BPS constructs constraints in a way similar to Bounded Model Checking [3] to compactly represent the goal-constrained belief space, which can be efficiently explored through an incremental Satisfiability Modulo Theories solver [19]. BPS is evaluated in an uncertain robotic domain, and the results show that
BPS can synthesize policies for large problems by focusing on the goal-constrained belief space.

The current implementation of BPS operates on an exact representation of the policy (the tree structure shown in Figure 3.3). As a result, BPS suffers from the exponential growth as the horizon increases. An important ongoing question is how to represent the policy approximately while preserving correctness. Another issue arises from the discrete representations (discrete POMDPs) used in BPS. While many robot tasks can be modeled using these representations, discretization often suffers from the “curse of dimensionality”. Investigating how to deal with continuous state spaces and continuous observations directly without discretization is another promising future direction for this work and its application in robotics.
Chapter 4

Online Planning for POMDPs with Safe-Reachability Objectives

This chapter presents an online policy synthesis algorithm called Online Partial Policy Synthesis (OPPS) for POMDPs with safe-reachability objectives, first published in [79].

The BPS method presented in Chapter 3 is an offline synthesis method that computes a full policy before execution. Another category of approaches to planning under uncertainty is online planning that interleaves planning and execution [6, 31, 38, 39, 49, 64, 69]. The choice of the approach depends on the problem at hand. Offline synthesis provides a strong correctness guarantee, but it is difficult to scale. Online planning is much more scalable but makes it hard to ensure correctness. Online planning works well for domains where replanning is likely to succeed but often fails for domains where replanning is difficult or infeasible in some states.

This chapter presents an online planning method, OPPS, to scale up the previous BPS approach further through online planning and achieve a good balance between efficiency and correctness. OPPS is based on the notion of partial policies, which only contain a sampled subset of all observation branches at each step and approximate full policies. This idea of partial policies resembles the state-of-the-art online POMDP algorithm based on Determinized Sparse Partially Observable Tree (DESPOT) [6, 69]. Both DESPOT and partial policies contain a subset of all possible observations to improve efficiency. There are two major differences between OPPS and DESPOT: first, DESPOT handles POMDPs with (discounted) rewards while OPPS solves POMDPs with safe-reachability objectives. Sec-
Figure 4.1: A $k$-step partial policy $\pi^p$ for an uncertain domain with 2 observations ($o_1$ and $o_2$), represented as a partial tree rooted at the initial belief $b_0$ (including only solid branches). Circle nodes represent beliefs, the edges (e.g., $a_1, a_0^2, a_1^2, \ldots$) from circle nodes to rectangle nodes represent actions, and the edges ($o_1$ and $o_2$) from rectangle nodes to circle nodes represent observations.

Contrary to DESPOT, OPPS constructs partial policies (Figure 4.1) that only contains one action per step, which is part of the desired execution satisfying the safe-reachability objective.

OPPS computes a partial policy parameterized by a *replanning probability*, which is the probability of the event that the robot receives an observation not covered by the partial policy, thus requiring replanning. Moreover, this chapter provides a theoretical analysis of this replanning probability framework, showing that the probability of the constructed partial policy failing is bounded by the replanning probability. OPPS allows users to specify an appropriate bound on the replanning probability to balance efficiency and correctness.
for domains where replanning is likely to succeed, users can increase the bound for efficiency; on the other hand, for domains where replanning is difficult or infeasible in some states, users can decrease the bound and allocate more computational resources to achieve a higher success rate.

To further improve performance, OPPS updates the replanning probability bound instead of using the same bound during partial policy construction. This bound update step enables quicker detection of the current partial policy meeting the bound and avoids unnecessary computation. To offer better safety guarantees, once a partial policy is constructed, OPPS checks whether the immediate successor belief of every uncovered observation of the constructed partial policy satisfies the safety requirement. Thus OPPS guarantees that the robot still satisfies the safety requirement when replanning fails. Section 4.2.2 has more details on the bound update step and safety guarantees.

OPPS is evaluated in the uncertain mobile manipulation domain presented in [78] and the Tag domain [58]. OPPS is also validated on a Fetch robot for the domain shown in Figure 3.7. The results demonstrate that OPPS scales better than BPS and can solve problems that are beyond the capabilities of BPS within the time limit.

4.1 Problem Formulation

4.1.1 Partial Policy

Computing an exact policy that selects an action for every belief is intractable, due to the curse of dimensionality [56]: the belief space $\mathcal{B}$ is a high-dimensional, continuous space with an infinite number of beliefs. One way to make the problem tractable is to focus on the *reachable belief space* $\mathcal{B}_{b_0}$ [42, 58], which only contains beliefs reachable from the initial belief $b_0$ and is generally much smaller than the original belief space $\mathcal{B}$. Therefore, instead
of computing a policy \( \pi : \mathcal{B} \mapsto \mathcal{A} \) over the entire belief space, these methods [42, 58] only compute a policy \( \pi_{b_0} : \mathcal{B}_{b_0} \mapsto \mathcal{A} \) over the reachable belief space.

Chapter 3 has shown that the performance of policy synthesis for POMDPs with safe-reachability objectives can be further improved based on the notion of a goal-constrained belief space \( \mathcal{B}_G \). The goal-constrained belief space \( \mathcal{B}_G \) combines the reachable belief space \( \mathcal{B}_{b_0} \) and the set \( \Omega_G \) of valid plans defined by the safe-reachability objective \( G \), which only contains beliefs reachable from the initial belief \( b_0 \) under a valid plan \( \sigma \in \Omega_G \). In general, \( \mathcal{B}_G \) is much smaller than the reachable belief space \( \mathcal{B}_{b_0} \). Thus, BPS only computes a policy \( \pi_{b_0} : \mathcal{B}_G \mapsto \mathcal{A} \) over the goal-constrained belief space to improve efficiency. This policy \( \pi_{b_0} \) is essentially a set \( \Gamma \) of conditional plans [33] in Definition 2.1.5. Figure 2.1 shows an example of a conditional plan \( \gamma = (a_1, o) \) represented as a tree rooted at the initial belief \( b_0 \).

It is clear that the number of valid plans in a valid conditional plan \( \gamma \) grows exponentially as the horizon \( h \) increases. To address this challenge, this thesis introduces partial conditional plans that only contain a small number of valid plans to approximate full conditional plans:

**Definition 4.1.1 (Partial Conditional Plan).**

A \( k \)-step partial conditional plan is a tuple \( \gamma^p = (a, O^p, v^p) \), where \( a \in \mathcal{A} \) is an action, \( O^p \subseteq O \) is a subset of the observation set \( O \), and \( v^p \) is a partial observation strategy that maps an observation \( o \in O^p \) to a partial conditional plan \( \gamma^p \).

Similar to a full conditional plan defined in Section 2.1.3, a partial conditional plan \( \gamma^p = (a_1, O^p, v^p) \) together with a belief \( b \) defines a set \( \Omega_{\gamma^p, b} \) of \( k \)-step plans \( \sigma_k = (b, a_1, o_1, \ldots, a_k, o_k, b_k) \) in belief space. For each plan \( \sigma_k \in \Omega_{\gamma^p, b} \), the execution is the following process: initially, the execution starts at the belief \( b \) and take the action \( a_1 \) specified by the partial conditional plan \( \gamma^p \). Upon receiving the observation \( o_1 \in O^p \), the execution moves to the successor belief \( b_1 = T_{\gamma^p}(b, a_1, o_1) \) and start executing the conditional plan
\( \gamma^o_{o_1} \) for the observation \( o_1 \) specified by the observation strategy \( \nu^o \) of the partial conditional plan \( \gamma^o \). This process repeats until the execution reaches a terminal belief. The horizon 
\[ h_{\gamma^o} = \max_{\sigma \in \Omega_{\gamma^o,b}} |\sigma| \]

of a partial conditional plan \( \gamma^o \) is defined as the maximum length of the plans in \( \Omega_{\gamma^o,b} \).

**Definition 4.1.2** (Valid Partial Conditional Plan).

A partial conditional plan \( \gamma^o \) is valid w.r.t. a safe-reachability objective \( G \) and a belief \( b \in \mathcal{B} \) if every plan in the set \( \Omega_{\gamma^o,b} \) is a valid plan, i.e., \( \Omega_{\gamma^o,b} \subseteq \Omega_G \).

**Definition 4.1.3** (Partial Policy).

A \( k \)-step partial policy \( \pi^o = \{ \gamma^o_1, \gamma^o_2, \ldots \} \) is a set of partial conditional plans. \( \pi^o \) is associated with a set of beliefs \( \mathcal{B}_{\pi^o} \subseteq \mathcal{B} \). Each partial conditional plan \( \gamma^o \in \pi^o \) is associated with a belief \( b \in \mathcal{B}_{\pi^o} \) and \( \pi^o(b) = \gamma^o \) specifies this partial conditional plan \( \gamma^o \) for this belief \( b \). For a \( k \)-step partial policy \( \pi^o \), the maximum horizon 
\[ h_{\max} = \max_{\gamma^o \in \pi^o} h_{\gamma^o} \]
is \( k \).

Similarly, the \( k \)-step partial policy \( \pi^o = \{ \gamma^o_1, \gamma^o_2, \ldots \} \) defines a set \( \Omega_{\pi^o} = \bigcup_{b \in \mathcal{B}_{\pi^o}} \Omega_{\gamma^o,b} \) of plans, where \( \gamma^o = \pi^o(b) \) is the partial conditional plan specified for the belief \( b \) by the partial policy \( \pi^o \).

**Definition 4.1.4** (Valid Partial Policy).

A \( k \)-step partial policy \( \pi^o \) is valid w.r.t. a safe-reachability objective \( G \) if every plan in the set \( \Omega_{\pi^o} \) is valid (\( \Omega_{\pi^o} \subseteq \Omega_G \)).

**4.1.2 Replanning Probability**

Since a partial policy \( \pi^o \) only contains a subset of all observation branches at each step (see Figure 4.1), during online execution, it is possible that a dotted observation branch \( o \) that is not part of the partial policy is visited. In this case, the new successor belief \( b' \) of this branch \( o \) is not covered by the partial policy (\( b' \notin \mathcal{B}_{\pi^o} \)) and it is required to recursively
compute a new partial policy for this new belief $b'$. However, since $\pi^p$ does not consider all possible observation branches, it is possible that the partial conditional plan $\gamma^p$ chosen by $\pi^p$ is invalid for the new observation branch $o$, even for a valid partial policy. As a result, there is no partial policy for the new belief $b'$ and execution fails.

To preserve correctness, it is ideal to bound the execution failure probability $p_{\text{fail}}(\pi^p)$ of a valid partial policy $\pi^p$, which is equivalent to the execution failure probability measured from the initial belief $b_0$ under the valid partial conditional plan $\gamma^p = \pi^p(b_0)$ specified for the belief $b_0$ by the partial policy $\pi^p$, i.e., $p_{\text{fail}}(\pi^p) = p_{\text{fail}}(b_0, \gamma^p) = \Pr(\text{failure}|b_0, \gamma^p)$. The challenge is that $p_{\text{fail}}(\pi^p)$ is difficult to compute because it requires checking whether every valid partial conditional plan $\gamma^p = (a, O^p, \nu^p) \in \pi^p$ is also valid for every uncovered observation $o \notin O^p$, i.e., there exists a valid partial policy for the successor belief $b'$ of the uncovered observation branch $o$, which essentially computes a valid full policy $\pi$.

However, the replanning probability $p_{\text{replan}}(\pi^p) = p_{\text{replan}}(b_0, \gamma^p) = \Pr(\text{replanning}|b_0, \gamma^p)$ ($\gamma^p = \pi^p(b_0) = (a, O^p, \nu^p)$ is the partial conditional plan for the initial belief $b_0$ specified by the partial policy $\pi^p$) of visiting a dotted observation branch that is not part of the partial policy and replanning a new partial policy is easy to compute recursively:

$$p_{\text{replan}}(\pi^p) = p_{\text{replan}}(b_0, \gamma^p) = \sum_{o \in O^p} \Pr(o|b, a) p_{\text{replan}}(b', \pi^p(b')) + \sum_{o \notin O^p} \Pr(o|b, a)$$  \hspace{1cm} (4.1)$$

where $\Pr(o|b, a) = \sum_{s' \in S} Z(s', a, o) \sum_{s \in S} T(s, a, s') b(s)$ is the probability of receiving observation $o$ after performing action $a$ in belief $b$. For the base case where the belief $b$ is associated with a partial conditional plan $\gamma^p = (a, O^p, \emptyset)$ with empty observation strategies, $p_{\text{replan}}(b, \gamma^p) = \sum_{o \notin O^p} \Pr(o|b, a)$.

The following theorem states that for a valid partial policy $\pi^p$, the failure probability $p_{\text{fail}}(\pi^p)$ is bounded by the replanning probability $p_{\text{replan}}(\pi^p)$:
Theorem 4.1.1. For any $k$-step valid partial policy $\pi^p = \{\gamma_1^p, \gamma_2^p, \ldots\}$, $p_{\text{fail}}(\pi^p) \leq p_{\text{replan}}(\pi^p)$.

Proof. Theorem 4.1.1 can be proved by induction. Let $\delta_{\text{fail}}(b) : \mathcal{B} \mapsto \{0, 1\}$ be a failure indicator and when $\delta_{\text{fail}}(b) = 1$, there is no valid partial policy for belief $b$ and execution fails.

- Base case: consider those beliefs $b$ associated with partial conditional plans $\gamma^p = (a, O^p, \emptyset) = \pi^p(b)$ with empty observation strategies. Since $\pi^p$ is valid, $\gamma^p$ is also valid according to Definition 4.1.2 and 4.1.4. Therefore, for every observation $o \in O^p$, $b' = T_{\mathcal{B}}(b, a, o) \in \text{Dest}$ is the terminal goal belief and $\delta_{\text{fail}}(b') = 0$. Thus,

$$p_{\text{fail}}(b, \gamma^p) = \sum_{o \in O^p} \Pr(o|b, a) \delta_{\text{fail}}(b')$$

$$\leq \sum_{o \in O^p} \Pr(o|b, a) = p_{\text{replan}}(b, \gamma^p)$$

since $\delta_{\text{fail}}(b') \leq 1$.

- Inductive case: consider those beliefs $b$ associated with partial conditional plans $\gamma^p = (a, O^p, v^p) = \pi^p(b)$ with non-empty observation strategies. For every $o \in O^p_k$, let $b' = T_{\mathcal{B}}(b, a, o)$ be the successor belief and assume $p_{\text{fail}}(b', \pi^p(b')) \leq p_{\text{replan}}(b', \pi^p(b'))$, then

$$p_{\text{fail}}(b, \gamma^p) = \sum_{o \in O^p} \Pr(o|b, a) p_{\text{fail}}(b', \pi^p(b')) + \sum_{o \in O^p} \Pr(o|b, a) \delta_{\text{fail}}(b')$$

$$\leq \sum_{o \in O^p} \Pr(o|b, a) p_{\text{replan}}(b', \pi^p(b')) + \sum_{o \in O^p} \Pr(o|b, a)$$

$$= p_{\text{replan}}(b, \gamma^p)$$
since $\delta_{\text{fail}}(b') \leq 1$.

Therefore, For any belief $b \in \mathcal{B}_{\pi^p}$, $p_{\text{fail}}(b, \pi^p(b)) \leq p_{\text{replan}}(b, \pi^p(b))$. Thus $p_{\text{fail}}(\pi^p) = p_{\text{fail}}(b_0, \pi^p(b_0)) \leq p_{\text{replan}}(b_0, \pi^p(b_0)) = p_{\text{replan}}(\pi^p)$. □

Since $p_{\text{fail}}(\pi^p) \geq 0$, by Theorem 4.1.1, $p_{\text{fail}}(\pi^p) = 0$ when the replanning probability for a valid partial policy $p_{\text{replan}}(\pi^p) = 0$. In this case, $\pi^p$ is a full policy.

4.1.3 Problem Statement

Given a POMDP $P$, an initial belief $b_0$, a replanning probability bound $\delta_{\text{replan}}$, a safe-reachability objective $\mathcal{G}$ and a horizon bound $h$, the goal is to synthesize a valid $k$-step ($k \leq h$) partial policy $\pi^p$ with a replanning probability $p_{\text{replan}}(\pi^p) \leq \delta_{\text{replan}}$.

Since the replanning probability $p_{\text{replan}}(\pi^p)$ is bounded by $\delta_{\text{replan}}$, by Theorem 4.1.1, $\pi^p$ provides the guarantee of achieving the given safe-reachability objective with probability at least $1 - \delta_{\text{replan}}$. 
Algorithm 3: OPPS

**Input:**
- POMDP $P$
- Initial Belief $b_0$
- Replanning Probability Bound $\delta_{\text{replan}}$
- Safe-Reachability Objective $G = (\text{Dest}, \text{Safe})$
- Horizon Bound $h$

**Output:**
- A boolean: true - success, false - failure

```plaintext
/* Generate partial policy */
$\gamma^p \leftarrow \text{PartialPolicySynthesis}(P, b_0, G, \delta_{\text{replan}}, 0, h)$

if $\pi^p = \emptyset$ then
    /* No partial policy: failure */
    return false

/* Track current belief */
$b \leftarrow b_0$

repeat
    /* Get the partial conditional plan for current belief */
    $\gamma^p \leftarrow \pi^p(b)$
    /* Unpack the partial conditional plan for current belief */
    $(a, O^p, \delta^p) \leftarrow \gamma^p$
    Execute action $a$
    Receive observation $o$
    /* Update belief */
    $b \leftarrow T_{\mathcal{B}}(b, a, o)$
    if $b \in \text{Dest}$ then
        /* reach a goal belief: success */
        return true

until $b \notin \mathcal{B}_{\gamma^p}$;
/* recursively perform OPPS */
return OPPS($P, b, \delta_{\text{replan}}, G, h$)
```

4.2 Online Partial Policy Synthesis

Figure 4.2 shows the overall structure of OPPS (Algorithm 3). OPPS follows the typical online planning paradigm [62] that interleaves synthesis of valid partial policies (line 34) and execution (lines 41, 42, 43). If there are no valid partial policies within the horizon bound (line 35), execution fails. Otherwise, OPPS follows the generated partial policy
until a goal belief is reached (line 44: execution succeeds) or a new belief \( b \not\in B_{n^P} \) is visited (line 46). In the latter case, OPPS recursively replans for this belief \( b \). Next section describes the component of partial policy synthesis shown in Figure 4.3.

### 4.2.1 Partial Policy Synthesis

The core steps of partial policy synthesis (Algorithm 4) are shown in Figure 4.3. OPPS replaces the component of policy generation in BPS with a new component of partial policy generation (the green dashed component).

For a given POMDP \( P \), an initial belief \( b_0 \) and a safe-reachability objective \( G = (\text{Dest}, \text{Safe}) \), OPPS first symbolically encodes the goal-constrained belief space over a bounded horizon \( k \) as a logical formula \( \Phi_k \) (lines 48, 52, 54). \( \Phi_k \) compactly represents the requirement of reaching a goal belief \( b \in \text{Dest} \) safely in \( k \) steps. In constraint generation (Figure 4.3), OPPS uses the Bounded Model Checking [3] encoding to construct \( \Phi_k \), which contains three parts:

- start from the initial belief (line 48): \( b_s = b_0 \).
- unfold the transition up to horizon \( k \) (line 52): \( \bigwedge_{i=s+1}^{k} (b_i = T_B(b_{i-1}, a_i, o_i)) \).
- satisfy the objective \( G \) (line 54): \( G(\sigma_k, G, k) = \bigvee_{i=s}^{k} (b_i \in \text{Dest} \land (\bigwedge_{j=s}^{i-1} (b_j \in \text{Safe}))) \).

Then in plan generation (Figure 4.3), OPPS compute a valid plan \( \sigma_k \) by checking the satisfiability of \( \Phi_k \) (line 56) through an SMT solver [19]. Note that the horizon \( k \) restricts the plan length and thus the robot can only execute \( k \) actions before reaching a goal belief \( b \in \text{Dest} \).

If \( \Phi_k \) is satisfiable, the SMT solver returns a valid plan \( \sigma_k = (b_0^{\sigma_k}, a_1^{\sigma_k}, o_1^{\sigma_k}, \ldots, b_k^{\sigma_k}) \). This valid plan only covers a particular observation \( o_i^{\sigma_k} \) at step \( i \). In partial policy generation (Figure 4.3), OPPS generates a valid partial policy \( \pi^p \) with replanning probability
Algorithm 4: PartialPolicySynthesis

**Input:** POMDP $P$
- Initial Belief $b_0$
- Replanning Probability Bound $\delta_{\text{replan}}$
- Safe-Reachability Objective $G = (\text{Dest, Safe})$

Start Step $s$

**Output:** Valid partial policy $\pi^p$ with a replanning probability $p_{\text{replan}}(\pi^p) \leq \delta_{\text{replan}}$

Start from initial belief */

$k \leftarrow s$

**while** $k \leq h$

Add transition at step $k$ if $k > s$ */

if $k > s$ then

- $\Phi_k \leftarrow (b_s = b_0)$
- **Push scope**

- Push($\Phi_k$)

Add goal constraints at step $k$ */

- $\Phi_k \leftarrow \Phi_k \land G(\sigma_k, G, k)$

repeat

Generate valid plan */

- $\sigma_k \leftarrow \text{IncrementalSMT}(\Phi_k)$;

if $\sigma_k \neq \emptyset$ then /* Find valid plan */

- Generate partial policy */

- $\pi^p, \phi = \text{PartialPolicyGeneration}(P, \delta_{\text{replan}}, G, \sigma_k, s + 1, h)$

if $\pi^p = \emptyset$ then /* Generation failed */

- Block invalid plans */

- $\Phi_k \leftarrow \Phi_k \land \phi$

else

return $\pi^p$

until $\sigma_k = \emptyset$;

Pop goal and $\phi$ at step $k$ */

pop($\Phi_k$)

Increase horizon */

$k \leftarrow k + 1$

return $\emptyset$
$p_{\text{replan}}(\pi^p) \leq \delta_{\text{replan}}$ from $\sigma_k$ by sampling a subset $O^p \subseteq O$ of observations (solid branches in Figure 4.1) at each step, where $\delta_{\text{replan}}$ is the given replanning probability bound.

If this partial policy generation succeeds, OPPS finds a valid partial policy $\pi^p$. Otherwise, OPPS constructs an additional constraint $\phi$ to block invalid plans (line 60) and force the SMT solver to generate another plan. Note that $\phi$ is only valid for the current horizon $k$ and when the horizon increases, OPPS should $\text{pop}$ the scope related to the additional constraint $\phi$ from the stack of the SMT solver (line 64) so that OPPS can $\text{revisit}$ $\sigma_k$ with an increased horizon. The incremental SMT solver can efficiently generate alternate valid plans by maintaining a stack of scopes for the “knowledge” learned from previous satisfiability checks [19] [17, 78].

If $\Phi_k$ is unsatisfiable and there are no valid plans for the current horizon, OPPS increases the horizon (line 65) and repeat the above steps until a valid partial policy is found (line 62) or a given horizon bound is reached (line 50). Next section describes the new component of partial policy generation.

### 4.2.2 Partial Policy Generation

In partial policy generation (Algorithm 5), OPPS constructs a valid partial policy $\pi^p$ that satisfies the given bound $\delta_{\text{replan}}$ from a valid plan $\sigma_k$. For each step $i$, OPPS recursively constructs a partial policy for the branch $o_i^{\sigma_k}$ (line 71). If the replanning probability of $\pi^p$ is greater than the given bound $\delta_{\text{replan}}$, OPPS needs to add more observation branches to $\pi^p$ by sampling a new observation $o'$ (line 77) and recursively constructing a partial policy $\pi'_{o'}$ for $o'$. This is another partial policy synthesis problem with a new initial belief (line 78), and can be solved recursively using Algorithm 4 (line 79).

If OPPS successfully constructs a valid $\pi'_{o'}$ for $o'$, OPPS can add the observation $o'$ to the partial conditional $\gamma^p$ for the current belief $b$ (line 74 or 83). Otherwise, this input plan
Algorithm 5: PartialPolicyGeneration

Input: POMDP $P$
Replanning Probability Bound $\delta_{\text{replan}}$
Safe-Reachability Objective $G = (\text{Dest}, \text{Safe})$
Valid Plan $\sigma_k = (b_0^k, a_1^k, o_1^k, \ldots, b_k^k)$
Step $i$

Output: Valid partial policy $\pi^p$ with replanning probability $p_{\text{replan}}(\pi^p) \leq \delta_{\text{replan}}$.
Constraint $\phi$ for blocking invalid plans

1. if $i > k$ then /* Reach end of the plan */
   /* Terminal belief: $\gamma^p$ is an empty partial conditional plan */
   $\gamma^p \leftarrow \emptyset, \pi^p \leftarrow \{\gamma^p\}$
   return $\pi^p, \emptyset$
2. $O^p \leftarrow \emptyset, \gamma^p \leftarrow \emptyset, \delta_{\text{replan}} \leftarrow \delta_{\text{replan}}$
   $b \leftarrow b_i^k, a \leftarrow a_i^k, o' \leftarrow o_i^k$ /* Initialize */
   /* Recursively process next step */
3. $\pi^p, \phi \leftarrow \text{PartialPolicyGeneration}(P, \delta_{\text{replan}}, G, \sigma_k, i + 1, h)$
4. if $\pi^p = \emptyset$ then
   return $\emptyset, \phi$
5. $b' \leftarrow b_i^k, O^p \leftarrow O^p \cup \{o'\}, \gamma^p(o') \leftarrow \pi^p(b'), \gamma^p \leftarrow (a, O^p, \gamma^p)$ /* Add $o'$ to $\gamma^p$ */
6. while $p_{\text{replan}}(\pi^p) > \delta_{\text{replan}}$ do
   /* Update replanning probability bound */
   $\delta_{\text{replan}} \leftarrow \delta_{\text{replan}} + \frac{\Pr(o'|b,a)\delta_{\text{replan}} - p_{\text{replan}}(b',o')(a)}{\sum_{o'\in O^p} \Pr(o'|b,a)}$
7. $o' \leftarrow$ sampled observation in $O - O^p$ according to the probability of occurrence
8. $b' \leftarrow T_G(b, a, o')$ /* Get new initial belief */
9. /* Recursively construct partial policy */
10. $\pi^{p'} \leftarrow \text{PartialPolicySynthesis}(P, b', \delta_{\text{replan}}, G, i, h)$
11. if $\pi^{p'} = \emptyset$ then /* Construction failed */
12. return $\emptyset, \phi$
13. $O^p \leftarrow O^p \cup \{o'\}, \gamma^p(o') \leftarrow \pi^{p'}(b'), \pi^p \leftarrow \pi^p \cup \pi^{p'}$ /* Add $o'$ to $\gamma^p$ */
14. foreach observation $o \in O - O^p$ do /* Final safety check */
15. $b'_i \leftarrow T_G(b, a, o);$ /* Try observation $o$ */
16. if $b'_i \notin \text{Safe}$ then /* Violates safety */
17. Construct $\phi$ using Formula 3.2
18. return $\emptyset, \phi$
19. $\pi^p(b) \leftarrow \gamma^p$ /* Record partial conditional plan for $b$ in $\pi^p$ */
20. return $\pi^p, \emptyset$
$\sigma_k$ cannot be an element of a valid partial policy $\pi^p$, i.e., $\sigma_k \notin \Omega_{\pi^p}$. In this case, the prefix of this plan $(b_0^{\sigma_0}, a_1^{\sigma_1}, b_1^{\sigma_1}, \ldots, b_i^{\sigma_i})$ is invalid for current horizon $k$ and OPPS can construct the additional constraint $\phi$ to block invalid plans based on Formula 3.2.

$\phi$ blocks the invalid plans that have this prefix (line 81) and avoids unnecessary checks of these plans (checking $\sigma_k$ has already shown that these plans are invalid).

### Updating Replanning Probability Bound

As OPPS adds more observation branches to the partial conditional plan $\gamma^p = (a, O^p, v^p)$ for the current belief $b$, the replanning probability bound $\delta'_{\text{replan}}$ for the remaining uncovered observation branches $O - O^p$ needs to be updated (line 76) in order to avoid unnecessary computation.

Initially, $O^p$ is empty and $\delta'_{\text{replan}}$ is the input bound $\delta_{\text{replan}}$ (line 70). $\delta'_{\text{replan}}$ bounds the replanning probability $p_{\text{replan}}(b', v^p(o))$ of the next-step partial conditional plan $v^p(o)$ for every remaining uncovered observation $o \in O - O^p$, where $b' = T_{\exists}(b, a, o)$ is the corresponding successor belief for the observation $o$. $\delta'_{\text{replan}} = \delta_{\text{replan}}$ guarantees that the replanning probability $p_{\text{replan}}(\pi^p)$ of the current partial policy $\pi^p$ satisfies the original bound $\delta_{\text{replan}}$, i.e.,

$$p_{\text{replan}}(\pi^p) = \sum_{o \in O^p} \Pr(o | b, a)p_{\text{replan}}(b', v^p(o)) \leq \sum_{o \in O} \Pr(o | b, a)\delta'_{\text{replan}} \leq \delta_{\text{replan}}$$

Since $p_{\text{replan}}(b', v^p(o)) \leq \delta'_{\text{replan}}$ based on the definition of $\delta'_{\text{replan}}$.

During partial policy generation, after adding a new observation $o' \in O - O^p$ to the partial conditional plan $\gamma^p$ (line 74 or 83), the replanning probability bound $\delta'_{\text{replan}}$ is updated in order to avoid unnecessary computation. Suppose a new next-step partial conditional plan $v^p(o)$ with the same replanning probability $\alpha$ is constructed for every remaining uncovered observation $o \in O - O^p - \{o'\}$. Then the replanning probability of the observation branches $O - O^p$ is

$$\Pr(o' | b, a)p_{\text{replan}}(b', v^p(o')) + \alpha \sum_{o \in O - O^p - \{o'\}} \Pr(o | b, a) \leq \sum_{o \in O - O^p} \Pr(o | b, a)\delta'_{\text{replan}},$$

where $b' = T_{\exists}(b, a, o')$ is the corresponding successor belief for the observation $o'$. Therefore
\[ \alpha \leq \delta'_{\text{replan}} + \frac{\Pr(o' | b, a)(\delta'_{\text{replan}} - p_{\text{replan}}(b', v^p(o')))}{\sum_{o \in O - O^p - \{o'\}} \Pr(o | b, a)}. \] Then the new bound for the remaining uncovered observation \( o \in O - O^p - \{o'\} \) should be \( \delta'_{\text{replan}} + \frac{\Pr(o' | b, a)(\delta'_{\text{replan}} - p_{\text{replan}}(b', v^p(o')))}{\sum_{o \in O - O^p - \{o'\}} \Pr(o | b, a)} \) and this new bound is at least \( \delta'_{\text{replan}} \) since \( p_{\text{replan}}(b', v^p(o')) \leq \delta'_{\text{replan}} \) according to the definition of \( \delta'_{\text{replan}} \).

When the replanning probability bound becomes larger, computing a partial conditional plan is usually less expensive. Therefore, updating the replanning probability bound (line 76) improves efficiency and still makes the current partial policy \( \pi^p \) satisfy the original bound \( \delta_{\text{replan}} \).

**Safety Guarantee**

OPPS constructs a valid partial policy \( \pi^p \) with a replanning probability bounded by the given bound \( \delta_{\text{replan}} \). By Theorem 4.1.1, the execution failure probability \( p_{\text{fail}}(\pi^p) \) is also bounded by \( \delta_{\text{replan}} \). If the replanning probability \( p_{\text{replan}}(\pi^p) > 0 \), in the worst case, the robot might visit a belief \( b \notin \mathcal{B}_{\pi^p} \) and find that there is no valid partial policy for this belief \( b \), and then execution fails due to unsuccessful replanning. In this case, though OPPS cannot achieve the original safe-reachability objective, a guarantee of the robot still satisfying the safety requirement is preferable to the situation where the robot violates the safety requirement. OPPS can provide this safety guarantee by checking whether the successor belief of every uncovered observation at every step is safe (lines 84, 85, 86, 87, 88).

**4.3 Experiments**

OPPS is tested on the kitchen domain (horizon bound \( h = 30 \)) presented in Chapter 3 and the classic Tag domain [58] (\( h = 100 \)). OPPS is also validated on a Fetch robot for the scenario shown in Figure 3.7 (\( h = 20 \)). Z3 [19] is used as the backend SMT solver. All experiments were conducted on a 3.0 GHz Intel® processor with 32 GB of memory. The
time-out is set to be 1800 seconds. For all the tests of the kitchen and Tag domains, the results are averaged over 50 independent runs.

In the uncertain kitchen domain [78], a robot needs to eventually pick up a cup from the storage while avoiding collisions with \( M \) uncertain obstacles. This kitchen domain is an example scenario that requires a correctness guarantee of accomplishing tasks, and POMDPs with boolean objectives provide a better safe-reachability guarantee than the quantitative POMDP models [78].

The kitchen environment is discretized into \( N = 36 \) regions. The actuation and perception of the robot are imperfect, modeled as ten uncertain robot actions: \textit{move} and \textit{look} in four directions, pick-up using the left hand and pick-up using the right hand. The robot starts at a known initial location. However, due to the robot’s imperfect perception, the location of the robot and the locations of uncertain obstacles are all partially observable during execution. This kitchen domain has a large state space \(|S| = C(N, M) \cdot N\), where \( C(N, M) \) is the number of \( M \)-combinations from the set of \( N \) regions. In the largest test \((M = 7)\) there are more than \(10^8\) states.

4.3.1 Performance

The previous method BPS and OPPS are evaluated with different replanning probability bounds (from 0.1 to 0.9) in this kitchen domain for test cases with various numbers of obstacles. BPS computes a full policy that covers all observation branches and is equivalent to OPPS with replanning probability bound \(\delta_{\text{replan}} = 0\).

Figure 4.4a, 4.4b, 4.4c and 4.4d show the average computation time of one synthesis call, the average number of synthesis calls, the average total computation time and the average computation time per step as the bound \(\delta_{\text{replan}}\) increases, respectively. As shown in Figure 4.4a (semi-log scale) and 4.4b, as the bound \(\delta_{\text{replan}}\) increases, the computation
Figure 4.4: Performance results for the kitchen domain as the bound $\delta_{\text{preplan}}$ increases. Different plots correspond to tests with different numbers $M$ of obstacles. Missing data points in a plot indicate the timeout. The red dashed line is the timeout (time = 1800 seconds). The blue dashed line passes through the data points generated by BPS. All the results are averaged over 50 independent runs.

The time of one synthesis call decreases very quickly while the number of calls to partial policy synthesis does not increase much. Therefore, the total computation time (Figure 4.4c) keeps decreasing as the bound $\delta_{\text{preplan}}$ increases. Additionally, shown in Figure 4.4c (semi-log scale), with a small bound $\delta_{\text{preplan}} = 0.1$, OPPS achieves a big performance gain compared...
to BPS: for the test case with $M = 4$ obstacles, the speedup is around 5 times, and for the test case with $M = 5$ obstacles, BPS cannot solve this within the time limit while OPPS with $\delta_{\text{replan}} = 0.1$ can solve this in around 9 minutes. Therefore OPPS achieves better performance than BPS in the tests by computing valid partial policies instead of valid full policies. The same trend is also shown in the results of the average computation time per step (Figure 4.4d). These results suggest that for some robotic domains where replanning is easy, such as the tested mobile manipulation domain, users can increase the replanning probability bound for better scalability.

### 4.3.2 Success Rate

For all the previous performance tests, the constructed partial policies by OPPS with different bounds $\delta_{\text{replan}}$ always achieve the given safe-reachability objective, i.e., the success rate is 100%. This is because the robot can move in four directions. When the robot enters a region surrounded by obstacles in three directions, the robot can always move back to its previous position, which means replanning is always possible. However, for some domains such as autonomous driving cars and robot chefs, once the robot commits to an action and finds something wrong, it is difficult or impossible to reverse the effect of the action and replan. To evaluate how OPPS performs in these scenarios, OPPS is tested in the kitchen domain with different numbers $M$ of obstacles ($M \leq 4$ since BPS cannot solve tests with more than 4 obstacles within the time limit), but the robot’s power is restricted by disabling the move-north action. Therefore, when the robot performs move-south and enters a region surrounded by obstacles in three directions, replanning fails. However, the robot still satisfies the safety requirement, thanks to the safety guarantee of OPPS.

Figure 4.5 shows the success rate as the bound $\delta_{\text{replan}}$ increases. For all the tests, the success rate is always greater than $1.0 - \delta_{\text{replan}}$ (all data points are above the plot of
Figure 4.5: Success rate as $\delta_{p_{\text{replan}}}$ increases. The green dotted line shows the plot of success rate $= 1.0 - \delta_{p_{\text{replan}}}$. The red dashed line is the plot of success rate $= 1.0$. The blue dashed line passes through the data points generated by BPS.

success rate $= 1.0 - \delta_{p_{\text{replan}}}$). This matches Theorem 4.1.1: the failure probability of a valid partial policy is bounded by the replanning probability. Moreover, as the bound $\delta_{p_{\text{replan}}}$ decreases to 0, OPPS produces a valid full policy with 100% success rate. These results suggest that for some domains where replanning is difficult, users can decrease the bound $\delta_{p_{\text{replan}}}$ and allocate computational resources for a high success rate.

Note that the replanning probability bound is a conservative upper bound of the failure probability since it pessimistically assumes all the uncovered observation branches that require replanning will fail, which is a rare case in practice. As shown in Figure 4.5, even with a high replanning probability bound $\delta_{p_{\text{replan}}} = 0.9$, the success rate is still at least 70% and the failure rate is at most 30%, which is much smaller than the given bound $\delta_{p_{\text{replan}}} = 0.9$.

4.3.3 Gains from Updating Replanning Probability Bound

As discussed in Section 4.2.2, updating the replanning probability bound during partial policy generation is important for avoiding unnecessary computation and improving effi-
Figure 4.6: Replanning probability and total computation time as the bound $\delta_{\text{replan}}$ increases ($M = 4$). The green dotted line shows the plot of replanning probability $= \delta_{\text{replan}}$. The blue dashed line passes through the data points generated by BPS.

To evaluate the gains from this bound update step, OPPS is tested with and without bound update in the kitchen domain with $M = 4$ obstacles.

Figure 4.6a and 4.6b (semi-log scale) show the average replanning probability of the constructed partial policies and the average total computation time as the bound $\delta_{\text{replan}}$ increases, respectively. As shown in Figure 4.6a, with both settings (with and without bound update) OPPS constructs a partial policy with a replanning probability smaller than the bound $\delta_{\text{replan}}$. However, OPPS without bound update constructs a partial policy with a lower replanning probability than that constructed by OPPS with bound update. Therefore, OPPS without bound update performs unnecessary computation and constructs a partial policy with more branches and thus spends more time than OPPS with bound update, as shown in Figure 4.6b. For the tests with the bound $\delta_{\text{replan}} = 0.1, 0.2, 0.3$ that take more time to solve than those with $\delta_{\text{replan}} > 0.3$, OPPS with bound update achieves a 2-5 times speedup.
4.3.4 Physical Validation

OPPS is validated on a Fetch robot for the domain shown in Figure 3.7. The setup of this domain is similar to the kitchen domain. The Fetch needs to pick up a target object (the blue can on the table) while avoiding collisions with uncertain obstacles such as floor signs and file cabinets, which can be placed in different locations. The POMDP’s state space consists of robot locations and object locations. A Vicon system is used to detect object locations, which is usually accurate but can still produce false negative and false positive due to occlusion or inappropriate Vicon marker configurations on objects. The false negative and false positive probabilities can be estimated by counting the false negative and false positive events during 100 Vicon detections. The POMDP’s probabilistic observation function is defined based on the false negative and false positive probabilities. To test the effects of different replanning probability bounds, the Fetch is only allowed to move in three directions (west, east and south), similar to the setup in the previous success rate tests. Sometimes the Fetch may fail to move its base when given a move action command and stay in the same place. The failure probability of these move actions can be estimated by counting the failure events during 100 move action executions. The POMDP’s probabilistic transition function is defined based on this failure probability. Figure 4.7a shows the initial state. There are two uncertain obstacles (a wet-floor sign and a file cabinet). OPPS is tested with two bounds $\delta_{\text{replan}} = 0.9$ and $\delta_{\text{replan}} = 0.1$.

With $\delta_{\text{replan}} = 0.9$, after observing no obstacle in the south direction, the Fetch decides to move south (Figure 4.7b) because the partial policy constructed with a high replanning probability bound does not cover the case where the Fetch is surrounded by obstacles and the wall. Then replanning fails, but the Fetch still satisfies the safety requirement as shown in Figure 4.7b, thanks to the safety guarantee of OPPS.

However, with $\delta_{\text{replan}} = 0.1$, after observing no obstacles in the south direction, the
Fetch decides to move west (Figure 4.7c) because the partial policy constructed with a low replanning probability bound covers the case where obstacles surround the robot. In order to avoid this situation, the Fetch needs to move west and gather more information. Then the Fetch observes an obstacle in the south direction and decides to move west again (Figure 4.7d). Next, the Fetch observes no obstacle in the south direction, and now it can move south safely. Unlike the case shown in Figure 4.7b where the robot is surrounded by two obstacles and the wall, in the situation shown in Figure 4.7d, if there is another obstacle in the south direction, the Fetch can still move west since there are only two obstacles. Finally, the Fetch moves to the table and picks up the target object (Figure 4.7e).

4.3.5 Tag Domain

To further demonstrate the advantage of OPPS over the previous BPS method, OPPS is evaluated on a classic POMDP benchmark [58]. The task for the robot is to search for and tag a moving agent in a grid with 29 locations. The agent follows a fixed strategy that intentionally moves away from the robot. Both the robot and the agent can move in four directions or stay. The robot’s location is fully observable while the agent’s location is unobservable unless the robot and the agent are in the same location.

This Tag domain is challenging for BPS because of a large number of observations ($|O| = 30$) and more importantly, a huge planning horizon for computing a full policy.
However, computing a full policy is unnecessary since replanning is easy in this domain. Figure 4.8a and 4.8b show the average total computation time and the average computation time per step for the Tag domain as $\delta_{\text{replan}}$ increases. These results show a similar trend to the previous kitchen domain tests: with a small bound $\delta_{\text{replan}} = 0.1$, OPPS achieves a big performance gain compared to BPS. BPS cannot solve this test within the 1800-second time limit while OPPS with $\delta_{\text{replan}} = 0.1$ can solve this test in around 40 seconds and the computation time per step is less than 1 second.

### 4.4 Discussion

This chapter presented a new approach, called OPPS, to policy synthesis for POMDPs with safe-reachability objectives. OPPS introduces the notion of a partial policies to improve computational efficiency. Rather than explicitly enumerating all possible observations to construct a full policy, OPPS samples a subset of all observations at each step to ensure bounded replanning probability. The theoretical and empirical results both show that the
failure probability of a valid partial policy is bounded by the replanning probability. Moreover, OPPS guarantees that the robot still satisfies the safety requirement when replanning fails. The results show that compared to the previous BPS approach, OPPS with a proper replanning probability bound scales better in the tested benchmarks and can solve problems beyond the capabilities of BPS within the time limit. Moreover, the results also suggest that for domains where replanning is easy, users can increase the replanning probability bound for efficiency. On the other hand, for domains where replanning is difficult, users can decrease the replanning probability bound and allocate more computation time in order to achieve a higher success rate. The results also indicate that by updating the replanning probability bound during partial policy generation, OPPS can quickly detect if the current partial policy satisfies the bound and avoid unnecessary computation.

The current implementation of OPPS is restricted to discrete POMDPs. While many robot applications can be modeled using this discrete representation, discretization often suffers from the “curse of dimensionality”. Investigating how to deal with continuous POMDPs [1, 33, 64] directly without discretization is a promising future direction for this work and its application in robotics. OPPS constructs partial conditional plans by sampling observations according to the probability of occurrence (Algorithm 5, line 77), which does not consider the importance of observations [49]. How to extend OPPS to handle critical observations is another important ongoing question.
Chapter 5

Combining Safe-Reachability and Quantitative Objectives

This chapter presents an offline policy synthesis algorithm, called Point-Based Policy Synthesis (PBPS) for POMDPs with both safe-reachability objective and quantitative objectives.

Chapter 3 and 4 investigates practical policy synthesis approaches for POMDPs with only boolean (safe-reachability) objectives. POMDPs with boolean objectives provides a strong correctness guarantee of completing tasks [78], but the constructed policy may not be optimal. On the other hand, POMDPs with quantitative objectives provide an optimality guarantee but may lead to overly conservative or overly risky behaviors [75], depending on the particular reward function chosen. For the example domain shown in Figure 1.1, there are many valid policies that can achieve the task objective, i.e., satisfying the boolean objective. Among these valid policies, the preferable policy is the one that passes the smallest number of red regions that the robot should avoid. Therefore, for domains that require both correctness and optimality, POMDPs with both boolean and quantitative objectives are natural formulations.

Policy synthesis for POMDPs with both boolean and quantitative objectives has been studied before [9]. In their work, the goal is to find an optimal policy that also ensures a goal state is reached with probability 1 (almost-sure satisfaction). A more general policy synthesis problem of POMDPs with both boolean and quantitative objectives is to synthesize an optimal policy that satisfies the boolean objective with a probability above a threshold. This thesis studies this problem for the special case of safe-reachability objec-
tives, which require that with a probability above a threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold. Many robot tasks such as the one shown in Figure 1.1 can be formulated as POMDPs with safe-reachability and quantitative objectives.

The previous chapters consider POMDPs with only safe-reachability objectives. For offline synthesis, an approach called Bounded Policy Synthesis (BPS) has been presented in Chapter 3. BPS computes a valid policy over a \textit{goal-constrained belief space} rather than the entire belief space to improve scalability. The goal-constrained belief space only contains beliefs visited by desired executions with a bounded horizon that can achieve the safe-reachability objective and is generally much smaller than the original belief space. On the other hand, for POMDPs with only quantitative objectives, point-based POMDP solvers \cite{1, 6, 36, 42, 49, 58, 69, 71} have become quite successful in recent years. Point-based POMDP solvers can solve large POMDPs by producing approximated policies over a finite set of representative beliefs instead of the entire belief space.

Ideally, an \textit{exact} policy for POMDPs with safe-reachability and quantitative objectives can be constructed by enumerating all beliefs in the goal-constrained belief space and performing the value iteration on these beliefs. However, this enumeration is generally very expensive \cite{76} even though the goal-constrained belief space is finite when restricted to a bounded horizon. To improve efficiency, this thesis selects representative beliefs from the goal-constrained belief space and produce an \textit{approximate} policy by performing the point-based backup \cite{42, 58} on these representative beliefs that approximate the goal-constrained belief space. This selection process essentially asks whether there exists a valid policy starting from a belief and can be solved by BPS. Since policies need to be constructed in order to approximate the goal-constrained belief space, policy iteration is chosen to handle the quantitative objective because policy iteration typically converges faster than value
iteration [36].

This chapter presents an offline policy synthesis approach, \textit{Point-Based Policy Synthesis} (PBPS), for POMDPs with safe-reachability and quantitative objectives. PBPS combines BPS [78] and Point-Based Policy Iteration (PBPI) [36] to synthesize good approximate policies that satisfy the safe-reachability objective. At a high level, PBPS applies BPS to efficiently explore the goal-constrained belief space for finding a valid policy $\pi$ that satisfies the safe-reachability objective. Then PBPS adapts PBPI to transform $\pi$ into an improved policy $\pi'$. This improved policy $\pi'$ may reach some belief $b'$ that is not visited by the current policy. Therefore, PBPS invokes BPS again to check whether there exists a valid policy starting from $b'$. By doing this, new belief regions can be explored, and the set of representative beliefs can be expanded, which is crucial to the quality of the constructed policy [36, 42, 58]. PBPS alternates between the computation of valid policies and policy iteration until the termination condition is satisfied.

The theoretical analysis shows that PBPS inherits many desirable properties of PBPI. First, PBPS maintains validity and is monotonic: at each iteration before termination, PBPS produces a valid policy for which the values increase for at least one belief of the representative belief set and decrease for none of these beliefs. Second, the error introduced by PBPS due to approximation is bounded. PBPS is evaluated in the kitchen domain [78] and the Tag domain [58]. PBPS is also validated on a Fetch robot for the domain in Figure 1.1. The results demonstrate that PBPS produces good approximate policies that achieve the given safe-reachability objective.
5.1 Problem Formulation

5.1.1 Quantitative Objectives

Each conditional plan \( \gamma = (a, v) \in \pi \) in a \( k \)-step policy \( \pi = \{ \gamma_1, \gamma_2, \ldots \} \) induces a value function \( V_\gamma(b) \) that specifies the expected total reward of executing the conditional plan \( \gamma \) starting from the belief \( b \):

\[
V_\gamma(b) = \sum_{s \in S} r(s, a) b(s) + \sum_{o \in O} \Pr(o|b, a) V_{\gamma_o}(b_0^o)
\]  

(5.1)

where \( b_0^o = T\gamma(b, a, o) \) is the successor belief and \( \gamma_o \) is the conditional plan for the observation \( o \) specified by the observation strategy \( v \) of the conditional plan \( \gamma \).

Since the value function \( V_\gamma \) is linear with respect to the belief space \([67]\), Formula 5.1 can be rewritten as:

\[
V_\gamma(b) = \alpha_\gamma \cdot b
\]  

(5.2)

where \( \alpha_\gamma \) is the \( \alpha \)-vector that specifies the reward for every state \( s \in S \) following the conditional plan \( \gamma = (a, v) \):

\[
\alpha_\gamma(s) = r(s, a) + \sum_{o \in O} \sum_{s' \in S} Z(s', a, o) T(s, a, s') \alpha_{\gamma_o}(s')
\]  

(5.3)

Therefore, the value function \( V_\pi \) of the policy \( \pi \) can be represented as a set of \( \alpha \)-vectors \( V_\pi = \{ \alpha_{\gamma_1}, \alpha_{\gamma_2}, \ldots \} \). For every belief \( b \in B_\pi \), \( V_\pi(b) = V_\gamma(b) = \alpha_\gamma \cdot b \), where \( \gamma \) is the conditional plan for the belief \( b \) specified by the policy \( \pi \).
5.1.2 Problem Statement

Given a POMDP $P = (S, A, T, O, Z, r)$, an initial belief $b_0$, a safe-reachability objective $\mathcal{G}$, and a horizon bound $h$, the goal is to synthesize a valid $k$-step ($k \leq h$) policy $\pi^*_\mathcal{G}$ that maximizes the expected reward from the initial belief $b_0$

$$\pi^*_\mathcal{G} = \arg\max_{\text{valid } \pi} V_\pi(b_0) \quad (5.4)$$

Note that $\pi^*_\mathcal{G}$ is different from the optimal policy $\pi^* = \arg\max_{\pi} V_\pi(b_0)$ without the requirement of satisfying the safe-reachability objective ($\pi^*$ may not be valid).
Algorithm 6: PBPS

Input:
POMDP $P$, Initial Belief $b_0$, Safe-Reachability Objective $G$, Horizon Bound $h$

Output: A Valid $k$-Step Policy $\pi$

1. $\pi \leftarrow \text{BPS}(P, b_0, G, 0, h)$; /* Compute an initial valid policy */

2. while true do

3. Compute $V_\pi = \{\alpha_{\gamma_1}, \alpha_{\gamma_2}, \ldots\}$; /* Policy evaluation */

4. /* Start policy improvement */

5. $\pi' \leftarrow \emptyset$

6. /* Point-based backup */

7. foreach $b \in B_\pi$ do

8. foreach $a \in A$ do

9. $\nu_a \leftarrow \emptyset$

10. foreach $o \in O$ do

11. $b_o^a \leftarrow T_b(b, a, o)$; /* Compute successor belief */

12. $\Gamma \leftarrow \emptyset$

13. /* Policy evaluation */

14. foreach $\gamma \in \pi$ do

15. if $\Omega_{\gamma,b_o^a} \subseteq \Omega_b$ then /* $\gamma$ is valid */

16. $\Gamma \leftarrow \Gamma \cup \{\gamma\}$

17. /* Add this new conditional plan to $\pi'$ for improvement */

18. $\gamma_0^a \leftarrow \text{argmax} \sum_{s' \in S} Z(s', a, o)T(s, a, s')\alpha_{\gamma_0^a}(s')$

19. $\nu_a(o) = \gamma_0^a$

20. foreach $s \in S$ do

21. $\alpha_a(s) \leftarrow r(s, a) + \sum_{o \in O} \sum_{s' \in S} Z(s', a, o)T(s, a, s')\alpha_{\gamma_0^a}(s')$

22. /* Record observation strategy */

23. $a' \leftarrow \text{argmax} \sum_{a \in A} \sum_{s' \in S} Z(s', a, o)T(s, a, s')\alpha_{\gamma_0^a}(s')$

24. /* Construct a new conditional plan */

25. $\gamma' = (a', \nu_{a'})$

26. $\pi' \leftarrow \pi' \cup \{\gamma'\}$

27. if $\left| B_\pi \right| \leq \epsilon$ then /* termination condition satisfied */

28. return $\pi'$

29. $\pi = \pi'$
5.2 Point-Based Policy Synthesis

Figure 5.1 shows the overview of the Point-Based Policy Synthesis (PBPS) approach (Algorithm 6). PBPS combines Bounded Policy Synthesis (BPS) [78] and Point-Based Policy Iteration (PBPI) [36] to compute a good approximate policy $\pi$ that satisfies the given safe-reachability objective.

At a high level, PBPS aims to achieve both boolean (safe-reachability) and quantitative (maximizing rewards) objectives. In order to satisfy the given safe-reachability objective, PBPS applies BPS to efficiently explore the goal-constrained belief space $B_G$ and generate a valid $k$-step policy $\pi$ (line 91). This valid policy $\pi$ may not be optimal. Therefore, PBPS applies PBPI to compute an improved policy $\pi'$ with respect to the value function $V_\pi$ of the current policy $\pi$. Although the goal-constrained belief space over a bounded horizon is finite, performing the backup on the entire goal-constrained belief space is still very expensive [76]. Therefore, the point-based backup [42, 58] is performed on the representative set $B_\pi$ of beliefs visited by the current policy $\pi$ to improve efficiency.

This improved policy $\pi'$ may reach some successor belief $b'_a = T_b(a, o)$ for a belief $b \in B_\pi$ (line 99), and none of the existing conditional plans in $\pi$ are valid starting from $b'_a$ (line 104). In this case, PBPS invokes BPS to check whether $b'_a$ belongs to the goal-constrained belief space (line 105). PBPS alternates between the computation of valid policies and policy iteration until the policy improvement $\frac{1}{|B_\pi|} \sum_{b \in B_\pi} (V_{\pi'}(b) - V_{\pi}(b))$ meets the threshold $\varepsilon$ (line 116).

Next section describes each component (Figure 5.1) of the PBPS algorithm (Algorithm 6).
5.2.1 Bounded Policy Synthesis

For a given POMDP $P$, an initial belief $b_0$, a safe-reachability objective $G = (\text{Dest}, \text{Safe})$ and a horizon bound $h$, first the same BPS algorithm presented in Chapter 3 is applied to compute a valid $k$-step $(k \leq h)$ policy $\pi$. For completeness, a brief summary of BPS is provided here. See Chapter 3 for more details.

BPS first symbolically encodes the goal-constrained belief space over a bounded horizon $k$ as a compact logical formula $\Phi_k$. $\Phi_k$ compactly represents the requirement of reaching a goal belief $b \in \text{Dest}$ safely in $k$ steps, based on the encoding from Bounded Model Checking [3]. Then BPS computes a valid plan by checking the satisfiability of the constraint $\Phi_k$ through an SMT solver [19].

If $\Phi_k$ is satisfiable, the SMT solver returns a valid plan $\sigma_k = (b_0, a_1, o_1, \ldots, b_k)$ (the dashed green path in Figure 2.1). $\sigma_k$ only covers a particular observation $o_i$ at step $i$. BPS tries to generate a valid policy $\pi$ based on this valid plan $\sigma_k$ by considering all other observations, i.e., other branches following the rectangle node at each step.

If $\Phi_k$ is unsatisfiable and there is no new valid plan for the current horizon, BPS increases the horizon by one and repeat the above steps until a valid policy is found or a given horizon bound is reached.

5.2.2 Policy Iteration

Once a valid $k$-step policy $\pi$ is found, PBPS tries to improve $\pi$ by adapting the PBPI algorithm presented in [36]. PBPI considers infinite-horizon policies represented as finite-state controllers while PBPS focuses on bounded-horizon policies represented as a set of conditional plans. Moreover, PBPI only deals with quantitative objectives while PBPS needs to consider both boolean (safe-reachability) and quantitative objectives. Therefore, PBPS cannot directly apply PBPI to compute an improved policy. Instead, PBPS adapts the policy
evaluation and the policy improvement steps in PBPI for policy iteration.

**Policy Evaluation**

For a valid $k$-step policy $\pi = \{\gamma_1, \gamma_2, \ldots\}$, PBPS recursively computes the $\alpha$-vector $\alpha_\gamma$ for each conditional plan $\gamma = (a, \nu)$:

- If $\gamma$ is a conditional plan associated with a terminal belief, $\alpha_\gamma(s) = r(s, a)$.

- If $\gamma$ is a conditional plan associated with a non-terminal belief, PBPS computes the $\alpha$-vector $\alpha_\gamma$ based on Formula 5.3.

Then the value function of $\pi$ can be represented as a set of $\alpha$-vectors $V_\pi = \{\alpha_{\gamma_1}, \alpha_{\gamma_2}, \ldots\}$ (line 93).

**Policy Improvement**

In the policy improvement step, PBPS computes an improved policy $\pi'$ based on the value function $V_\pi$ of the current policy $\pi$. This policy improvement step applies the point-based backup algorithm [42, 58] to the finite set $B_\pi$ of beliefs visited by the current policy $\pi$.

Since PBPS needs to consider not only a quantitative objective as in the standard point-based backup, but also a boolean objective that defines the validity of a policy, PBPS cannot directly apply the standard point-based backup in PBPS. There are two important differences between PBPS and the standard point-based backup.

First, the standard point-based backup loops over all $\alpha$-vectors in the value function $V_\pi$ of the current policy $\pi$ to find the best $\alpha$-vector $\alpha^*_\sigma = \arg\max_{\alpha \in V_\pi} \alpha \cdot b^\sigma_a$ for the successor belief $b^\sigma_a = T_B(b, a, o)$. Conceptually, this step applies each conditional plan $\gamma$ in the policy $\pi$ to the belief $b^\sigma_a$ and finds the best conditional plan for $b^\sigma_a$. However, not every conditional plan $\gamma$ in the policy $\pi$ is valid starting from the belief $b^\sigma_a$. Therefore, PBPS performs an additional
filtering step (lines 101, 102, 103) to construct a subset \( \Gamma \subseteq \pi \) of valid conditional plans starting from the belief \( b_\alpha^a \). Then PBPS selects the best conditional plan from these valid ones (line 109).

Second, after PBPS performs the filtering step described above, it is possible that the current policy \( \pi \) does not contain a valid conditional plan for \( b_\alpha^a \), i.e., \( \Gamma = \emptyset \) (line 104). In this case, PBPS invokes BPS again to compute a valid policy \( \pi_\alpha^a \) for the belief \( b_\alpha^a \) (line 105) and add \( \pi_\alpha^a \) to the new policy \( \pi' \) so that in later iterations, the value of \( \pi_\alpha^a \) (line 106) can be improved. By constructing this new policy \( \pi_\alpha^a \), new belief regions that have not been reached by previous policies can be explored. This exploration step together with the point-based backup (when a different action becomes more optimal) expands the belief set \( \mathcal{B}_\pi \). As pointed out by previous works [36, 42, 58], this expansion of the representative belief set \( \mathcal{B}_\pi \) is crucial to the quality of the constructed policy.

5.2.3 Algorithm Analysis

This section provides two theorems to address the important properties of PBPS. Theorem 5.2.1 shows that PBPS maintains validity and keeps improving the value of the policy at each iteration before termination. Theorem 5.2.2 shows that the error introduced by PBPS due to approximation is bounded.

**Theorem 5.2.1.** At each iteration before termination, PBPS transforms a policy \( \pi \) to a new policy \( \pi' \). For each belief \( b \in \mathcal{B}_\pi \), \( \gamma' = \pi'(b) \) is valid and \( V_{\pi'}(b) \geq V_\pi(b) \). For at least one belief \( b \in \mathcal{B}_\pi \), \( V_{\pi'}(b) > V_\pi(b) \).

**Proof.** Each iteration of PBPS consists of two steps:

- In the policy evaluation step, PBPS computes the exact value function \( V_\pi \) of the current policy \( \pi \) (line 93).
In the point-based backup step, PBPS constructs a conditional plan $\gamma$ for each belief $b \in B_\pi$. According to Algorithm 6, for each observation $o$, PBPS selects the best conditional plan $\gamma'_a$ from the subset $\Gamma \subseteq \pi$ of valid conditional plans starting from the successor belief $b'_a$ (line 109). When $\Gamma = \emptyset$, PBPS invokes BPS to construct a new valid conditional plan $\gamma''_a$ for the belief $b'_a$ (lines 105, 106, 107). Then PBPS selects the best action $a$ for the belief $b$ (line 113) and construct the best conditional plan $\gamma$ (line 114) with respect to the value function $V_\pi$ of the current policy $\pi$. By construction, $\gamma$ is also valid stating from the belief $b$.

Therefore, PBPS can not cause a reduction in the value of any belief $b \in B_\pi$ and PBPS always produce a valid policy $\pi'$. According to the termination condition (line 116), $\pi'$ improves the value for at least one belief $b \in B_\pi$ before termination.

Theorem 5.2.1 states that PBPS maintains validity and keeps improving the value of the policy after each iteration.

PBPS is an approximation method that performs the point-based backup on the representative set $B_\pi$ of beliefs visited by the policy $\pi$ rather than the entire goal-constrained belief space $B_G$. As a result, PBPS implicitly prunes conditional plans for every belief $b \in B_G - B_\pi$. This implicit pruning may remove conditional plans that are part of the optimal policy $\pi^*_G$ that is also valid with respect to the safe-reachability objective $G$, producing a suboptimal policy.

Note that $\pi^*_G$ is different from the optimal policy $\pi^*$ without the requirement of satisfying the safe-reachability objective ($\pi^*$ may not be valid). As PBPS continues improving $\pi$, the value $V_\pi$ is getting closer to the value $V_{\pi^*_G}$, but $V_\pi$ may not converge to the optimal value $V_{\pi^*}$ due to the additional safe-reachability objective. Let $\delta_\pi = \max_{b \in B_\pi} (V_{\pi^*_G}(b) - V_\pi(b))$ to be the measurement of the difference between $\pi^*$ and $\pi$. $\delta_\pi$ can also be seen as the
measurement of the difference between the quantitative objective and the safe-reachability objective. Intuitively, if proper rewards for goal states and unsafe states are set, $\delta_\pi$ should not be too large since the reward function also encodes the safe-reachability objectives to some extent, and the difference between the quantitative objective and the safe-reachability objective is small. However, as discussed in [78], there exist domains where no reward function exactly encodes the safe-reachability objective and $\delta_\pi$ may always be greater than 0. How to design a proper reward function that minimizes $\delta_\pi$ is beyond the scope of this work.

The following theorem shows the error introduced by PBPS is bounded.

**Theorem 5.2.2.** PBPS produces a policy $\pi$ with error $\eta = V_{\pi^*_G}(b_0) - V_\pi(b_0)$ bounded by

$$\eta \leq h(r_{\max} - r_{\min})d_B + \delta_\pi$$

(5.5)

where $b_0$ is the initial belief, $h$ is the horizon bound, $r_{\max} = \max_{s,a} r(s,a)$, $r_{\min} = \min_{s,a} r(s,a)$, $d_B = \max_{b' \in B_G} \min_{b \in B_\pi} ||b - b'||$ is the maximum distance from any $b' \in B_G$ to $B_\pi$.

**Proof.** Let $\gamma^* = (a^*, \nu^*)$ be the optimal conditional plan specified by $\pi^*_G$ for the belief $b_0$
and \( \gamma = (a, \nu) \) be the conditional plan specified by \( \pi \) for the belief \( b_0 \).

\[
\eta = V_{\pi}^{*}(b_0) - V_{\pi}(b_0) = V_{\gamma}^{*}(b_0) - V_{\gamma}(b_0)
\]

\[
= \left( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}^{*}(b_{a^*}') \right) \\
- \left( \sum_{s \in S} r(s, a) b(s) + \sum_{o \in O} \Pr(o|b_0, a) V_{\pi, o}(b_{a'}') \right) \\
\text{Formula 5.1}
\]

\[
= \left( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}^{*}(b_{a^*}') \right) \\
- \left( \sum_{s \in S} r(s, a) b(s) + \sum_{o \in O} \Pr(o|b_0, a) V_{\pi, o}(b_{a'}') \right) \\
+ \left( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}(b_{a^*}') \right) \\
- \left( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}(b_{a^*}') \right) \\
\text{add 0}
\]

\[
= \sum_{o \in O} \Pr(o|b_0, a^*) \left( V_{\pi, o}^{*}(b_{a^*}') - V_{\pi, o}(b_{a^*}') \right) \\
+ \left( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}(b_{a^*}') \right) \\
- \left( \sum_{s \in S} r(s, a) b(s) + \sum_{o \in O} \Pr(o|b_0, a) V_{\pi, o}(b_{a'}') \right) \tag{5.6}
\]

Since the policy \( \pi \) specify the conditional plan \( \gamma \) for the belief \( b_0 \), \( \gamma \) should be the best conditional plan for \( b_0 \) w.r.t. the value function \( V_{\pi}^{*} \) and thus the sum of last two terms in Formula 5.6: \( \sum_{s \in S} r(s, a^*) b(s) + \sum_{o \in O} \Pr(o|b_0, a^*) V_{\pi, o}^{*}(b_{a^*}') \left( \sum_{s \in S} r(s, a) b(s) + \sum_{o \in O} \Pr(o|b_0, a) V_{\pi, o}(b_{a'}') \right) \leq 0 \). Therefore, \( \eta \leq \sum_{o \in O} \Pr(o|b_0, a^*) \left( V_{\pi, o}^{*}(b_{a^*}') - V_{\pi, o}(b_{a^*}') \right) \). Let \( b' \in \bigcup_{o \in O} \{ b_{a^*}' \} \) be the successor belief where PBPS makes its worst error, \( \gamma_o^{*} \) be the optimal conditional plan specified by the policy \( \pi_{o, o}^{*} \) for \( b' \), \( \gamma_o \) be the best conditional plan in \( \pi \) for \( b' \) and \( b \in B_{\pi} \) be the belief
associated with $\gamma_o$. Then

$$
\eta \leq \sum_{o \in O} \Pr(o|b_0, a^*)(a_{\gamma_o^*} \cdot b' - a_{\gamma_o} \cdot b') \\
\leq a_{\gamma_o^*} \cdot b' - a_{\gamma_o} \cdot b' \sum_{o \in O} \Pr(o|b_0, a^*) = 1 \\
= (a_{\gamma_o^*} - a_{\gamma_o}) \cdot (b' - b) + (a_{\gamma_o^*} - a_{\gamma_o}) \cdot b \quad \text{add 0} \quad (5.7)
$$

Following the derivations in [58], for the first term in Formula 5.7

$$(a_{\gamma_o^*} - a_{\gamma_o}) \cdot (b' - b)$$

$$
\leq \|a_{\gamma_o^*} - a_{\gamma_o}\|_\infty \|b' - b\|_1 \quad \text{Hölder’s inequality}
$$

$$
\leq \|a_{\gamma_o^*} - a_{\gamma_o}\|_\infty d_{B_\pi} \quad \text{definition of } d_{B_\pi}
$$

$$
\leq h(r_{\max} - r_{\min})d_{B_\pi}
$$

The last inequality holds because $\alpha$-vector represents the reward starting from some state within the horizon bound $h$.

For the second term $(a_{\gamma_o^*} - a_{\gamma_o}) \cdot b$ in Formula 5.7, since $\gamma_o^*$ may not be valid starting from $b$, $a_{\gamma_o^*} \cdot b$ is at most $V_{\pi'}(b)$ where $\pi'$ is an optimal policy without the requirement of satisfying the safe-reachability objective and may not be valid. According to the definition of $\delta_\pi$, $(a_{\gamma_o^*} - a_{\gamma_o}) \cdot b \leq \delta_\pi$. Based on the above analysis, $\eta \leq h(r_{\max} - r_{\min})d_{B_\pi} + \delta_\pi$. $\square$

As the set $B_\pi$ is expanded through the exploration step (line 105) and the point-based backup, $B_\pi$ covers more beliefs from the goal-constrained belief space $B_G$. Therefore, the first term $h(r_{\max} - r_{\min})d_{B_\pi}$ in the error bound converges to 0 since the distance $d_{B_\pi}$ converges to 0. As discussed before, the value of the second term $\delta_\pi$ in the error bound is closely related to the reward function. How to design a proper reward function that minimizes the
second term $\delta_v$ of the error bound is still an open question.

5.3 Experiments

PBPS is tested on two domains: the kitchen domain (horizon bound $h = 20$) presented in [78] and the Tag domain (horizon bound $h = 30$) presented in [58]. PBPS is also validated on a Fetch robot for the scenario shown in Figure 1.1 ($h = 20$). Z3 [19] is used as the backend SMT solver. All experiments were conducted on a 2.9 GHz Intel® processor with 16 GB memory.

Kitchen Domain

In the kitchen domain [78], a robot needs to eventually pick up a cup from the storage while avoiding collisions with $M$ uncertain obstacles. This kitchen domain is an example scenario that requires a correctness guarantee of accomplishing tasks, and POMDPs with boolean objectives provide a better guarantee than the purely quantitative POMDP formulations [78].

The kitchen environment is discretized into $N = 36$ regions. The actuation and perception of the robot are imperfect, modeled as ten uncertain robot actions: move and look in four directions, pick-up using the left hand and pick-up using the right hand. The robot starts at a known initial location. However, due to the robot’s imperfect perception, the location of the robot and the locations of uncertain obstacles are all partially observable during execution. The same safe-reachability objective $G = (\text{Dest}, \text{Safe})$ in [78] is used to
specify the task:

\[
Dest = \{ b \in \mathcal{B} \mid \left( \sum b(\text{target cup in hand}) \right) > 1 - \delta_1 \} \\
Safe = \{ b \in \mathcal{B} \mid \left( \sum b(\text{robot in collision}) \right) < \delta_2 \}
\]

where \(\delta_1\) and \(\delta_2\) are small values that represent tolerance.

For the quantitative objective, it is desired that the robot avoid certain regions as much as possible by assigning the reward of \(-10\) for states where the robot is in these regions. A reward of \(-1\) is assigned for each action.

**Tag Domain**

In the Tag domain [58], the task for the robot is to search for and tag a moving agent in a grid with 29 locations. The agent follows a fixed strategy that intentionally moves away from the robot. Both the robot and the agent can move in four directions or stay. The robot’s location is fully observable while the agent’s location is unobservable unless the robot and the agent are in the same location. The safe-reachability objective \(G = (\text{Dest}, \text{Safe})\) for this domain is: (1) \(\text{Dest}\) contains beliefs where the robot can tag the agent with a probability at least \(\delta\); (2) \(\text{Safe} = \mathcal{B}\) since there are no unsafe states and all beliefs are safe beliefs.

**5.3.1 Results**

The performance results of PBPS are summarized in Table 5.1. To evaluate how the quality of constructed policies is affected by the exploration step (line 105) of PBPS (Algorithm 6) where BPS is invoked to explore an uncovered belief region, PBPS is tested in two settings: with and without the exploration step.

As shown in Table 5.1, PBPS with exploration achieves much better reward compared
Table 5.1: Performance of PBPS with and without the exploration step for different problems.

| Domain        | Reward | Time (s) | \(|B_n|\) |
|---------------|--------|----------|---------|
|               | w. exp. | no exp.  | w. exp. | no exp. | w. exp. | no exp. |
| Kitchen \(M = 2\) | -13.040 | -24.296  | 347.281 | 33.798  | 396     | 73     |
| Kitchen \(M = 3\) | -16.882 | -31.801  | 3611.684| 290.019 | 474     | 64     |
| Tag \(\delta = 0.5\) | -6.987 | -9.070   | 509.235 | 21.352  | 370     | 109    |
| Tag \(\delta = 0.6\) | -6.871 | -9.108   | 1132.996| 21.985  | 811     | 107    |

to PBPS without exploration for large problems. However, this exploration step is expensive and requires more computation time. The results also demonstrate the advantage of approximate policies against exact policies: computing exact policies requires exhaustively exploring the whole goal-constrained belief space, which is intractable in practice since exploration is costly as shown in Table 5.1. On the contrary, PBPS produces approximate policies by performing the point-based backup, and only explores belief regions of the goal-constrained belief space that are promising based on the current value function.

To compare with solvers for POMDPs with only quantitative objectives, a state-of-the-art POMDP solver SARSOP [42] is tested on the Tag domain. The policy produced by SARSOP achieves an expected reward of \(-6.02\) but only visits beliefs where the probability of tagging the agent is at most 0.539. The policy generated by PBPS for the Tag domain with \(\delta = 0.6\) guarantees that the robot eventually visits a belief where the probability of tagging the agent is at least 0.6. For the kitchen domain, since PBPS considers both safe-reachability and quantitative objectives, PBPS also provides a better guarantee of accomplishing tasks than solvers for purely quantitative POMDP formulations as discussed in [78].
5.3.2 Physical Validation

PBPS is validated on a Fetch robot for the domain shown in Figure 1.1. The setup of this domain is similar to the kitchen domain. The Fetch needs to pick up a target object (the blue can on the table) while avoiding collisions with uncertain obstacles such as floor signs and file cabinets, which can be placed in different locations. There are two regions marked with red tape, and it is desired that the robot avoid these red regions as much as possible by assigning the reward of $-10$ for states where the robot is in these regions. A reward of $-1$ is assigned for each action.

The POMDP’s state space consists of robot locations and object locations. A Vicon system is used to detect object locations, which is usually accurate but can still produce false negative and false positive due to occlusion or inappropriate Vicon marker configurations on objects. The false negative and false positive probabilities can be estimated by counting the false negative and false positive events during 100 Vicon detections. The POMDP’s probabilistic observation function is defined based on the false negative and false positive probabilities. Sometimes the Fetch may fail to move its base when given a move action command and stay in the same place. The failure probability of these move actions can be estimated by counting the failure events during 100 move action executions. The POMDP’s probabilistic transition function is defined based on this failure probability.

Both BPS and PBPS are evaluated in this office domain. Figure 5.2a, 5.2b, 5.2c, 5.2d, and 5.2e show the execution of the policy constructed by BPS. Figure 5.2f, 5.2g, 5.2h, 5.2i, and 5.2j show the execution of the policy constructed by PBPS. As shown in these figures, both executions accomplish the task safely. However, the execution for BPS visits both red regions (Figure 5.2b and 5.2d) that the robot should avoid while the execution for PBPS visits zero red regions. Therefore, PBPS produces a policy that is more optimal than that produced by BPS by considering both boolean and quantitative objectives.
Figure 5.2: Executions of policies constructed by BPS (figures in the first row) and PBPS (figures in the second row) for the domain shown in Figure 1.1.

5.4 Discussion

This chapter presented a new policy synthesis approach called PBPS for POMDPs with both safe-reachability and quantitative objectives. PBPS combines BPS [78] and Point-Based Policy Iteration [36]: BPS is applied to efficiently explore the goal-constrained belief space, and the point-based backup is performed on a finite subset of representative beliefs from the goal-constrained belief space to compute good approximate policies that satisfy safe-reachability objectives. The theoretical analysis shows that PBPS maintains validity and guarantees improved policies at each iteration before termination. Moreover, the error introduced by PBPS is bounded. Both simulation and physical experiments demonstrate that the policies constructed by PBPS achieve the safe-reachability objective and are of high quality with respect to the quantitative objective.

This thesis focuses on a common boolean objective: safe-reachability. While many robot tasks can be formulated using safe-reachability objectives, there are settings in robotics such as patrolling and surveillance that require general temporal properties to specify the tasks. Investigating how to extend PBPS to deal with general temporal properties is a
promising future direction for this work and its application in robotics. The current implementation of PBPS is restricted to discrete POMDPs. How to extend PBPS for continuous POMDPs is another important ongoing question.
Chapter 6

Conclusions and Future Work

Planning robust executions under uncertainty is a fundamental challenge for building autonomous robots, especially in domains like disaster rescue, self-driving vehicles, healthcare, and even around the home. POMDPs [67, 70] provide a standard framework for modeling a variety of robot applications in the face of uncertainty. Traditionally, POMDPs have been posed with respect to quantitative objectives such as maximizing rewards. However, for many robot applications that desire a strong correctness guarantee of completing tasks, POMDPs with boolean requirements are natural formulations. This thesis investigates POMDPs with a common boolean requirement: safe-reachability, which requires that with a probability above a threshold, a goal state is eventually reached while keeping the probability of visiting unsafe states below a different threshold. Many robot tasks such as the one shown in Figure 3.7 can be formulated as a safe-reachability objective. Moreover, this thesis discusses an example POMDP domain in Section 2.2, showing that for certain robot domains that require accomplishing tasks safely, POMDPs with safe-reachability objectives provide a better guarantee of both safety and reachability than existing quantitative POMDP formulations.

The central challenge in solving POMDPs is the requirement of reasoning over a vast space of probability distributions called the belief space. What’s more, it has been shown that the policy synthesis problem of POMDPs with reachability objectives is undecidable in general [10, 50, 57]. To address these challenges, this thesis introduces the notion of a goal-constrained belief space, which only contains beliefs (probability distributions over states)
reachable from the initial belief under desired executions that can achieve the given safe-reachability objective. In general, this constrained space is much smaller than the original belief space. Based on this notion, this thesis presents an offline synthesis approach BPS, which compactly represents the goal-constrained belief space over a bounded horizon using a set of symbolic constraints, and employs an incremental Satisfiability Modulo Theories (SMT) solver [19] to efficiently search for a valid policy over it. BPS is evaluated using a case study involving a partially observable robotic domain with uncertain obstacles. The results show that BPS can synthesize policies over large belief spaces with a small number of SMT solver calls by focusing on the goal-constrained belief space.

The solutions to POMDPs are policies that specify the action to take contingent on an observation received. A full policy that covers all possible events is generally expensive to compute. To improve computational efficiency, this thesis introduces the notion of partial policies that only cover a sampled subset of all possible observations at each step and approximates full policies. Based on this notion, this thesis presents an online planning approach OPPS, which constructs a partial policy parameterized by a replanning probability. In addition, this thesis proves that the probability of the constructed partial policy failing is bounded by the replanning probability. Therefore, this replanning probability measures the approximation quality of a partial policy, and OPPS allows users to specify an appropriate bound on the replanning probability to balance efficiency and correctness. Moreover, OPPS updates this bound during partial policy construction to quickly detect if the current partial policy meets the bound and avoid unnecessary computation. OPPS is validated in several robotic domains, and the results show that OPPS outperforms the offline approach BPS and can solve problems that are beyond the capabilities of BPS within the time limit.

On the one hand, Safe-reachability objectives provide a strong correctness guarantee of accomplishing tasks safely. On the other hand, the traditional quantitative objectives offer
a strong optimality guarantee. For robotic domains that require both correctness and optimality, the POMDP model with both safe-reachability and quantitative objects are natural formulations. Based on this formulation, this thesis presents a policy synthesis approach PBPS, which computes good approximate policies that also satisfy the safe-reachability objective by combining the BPS method for POMDPs with only safe-reachability objectives and policy iteration. To improve efficiency, PBPS produces approximated policies by performing the point-based backup [42, 58] on a representative belief subset of all beliefs that are reachable from initial beliefs under desired executions that can achieve the safe-reachability objectives. This thesis proves that PBPS maintains validity and guarantees improved policies at each iteration. Moreover, the error introduced by this approximation approach PBPS is bounded. PBPS is evaluated in several robotic domains under uncertainty. Both simulation and physical experiments demonstrate that the policies constructed by PBPS achieve the safe-reachability objective and are of high quality with respect to the quantitative objective.

6.1 Open Questions

This thesis analyzes an example domain in Section 2.2 to qualitatively demonstrate the difference between POMDPs with boolean objectives and the traditional quantitative POMDP formulations. How to determine which POMDP formulation should be used for a particular domain is still an open question. Analyzing a wide range of situations and performing a quantitative analysis on the difference between POMDPs with boolean objectives and the quantitative POMDP formulations is an interesting future topic. Moreover, the theoretical analysis of the approximation method PBPS for POMDPs with both boolean and quantitative objectives reveals that the difference between boolean and quantitative objectives plays an important role on the optimality guarantee. The quantitative analysis of these two
objectives may provide an answer on how to minimize the error due to considering both objectives at the same time in PBPS.

All the policy synthesis approaches presented in this thesis are restricted to discrete POMDPs. While many robot applications can be modeled using this discrete representation, discretization often suffers from the “curse of dimensionality”. Investigating how to deal with continuous POMDPs [1, 33, 64] directly without discretization is a promising future direction for the work presented in this thesis and its application in robotics.

This thesis focuses on a common boolean objective: safe-reachability. While many robot tasks can be formulated using safe-reachability objectives, there are settings in robotics such as patrolling and surveillance that require general temporal properties to specify the tasks. Investigating how to extend the policy synthesis approaches presented in this thesis to deal with general temporal properties is another critical ongoing question.
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