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1.1 Introduction

Large-scale phylogeny reconstruction poses several challenges to the algorithms designer. To
begin with, the fundamental objective in phylogeny reconstruction is to reconstruct, as accu-
rately as possible, the tree that produced the input dataset (typically aligned biomolecular
sequences), rather than to solve any particular numeric optimization problem. Therefore,
all reconstruction methods are studied (typically in simulation - see [16, 18, 19] for some
examples of simulation studies) with respect to what is called their \topological accuracy"
- whereby the reconstructed trees are compared against the model tree and the di�erences
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between the branching order in the two trees are quanti�ed. Some reconstruction methods
operate in polynomial time and have been shown to perform well with respect to the topo-
logical accuracy of the reconstructed trees under many model conditions; however, recent
work has shown that for large model trees with high interleaf distances, popular poly-
nomial time methods do not produce trees with acceptable levels of topological accuracy
[1, 28, 30, 31, 32]. For this reason, among others, most systematists prefer methods that
attempt to solve either maximum parsimony (MP) or maximum likelihood (ML), two very
hard optimization problems (MP provably NP-hard [13], and ML harder in practice than
MP). While many heuristics exist for these optimization problems, it is not clear that these
heuristics are able to obtain good enough solutions (for their criteria) on large datasets -
that is, they do not scale well. Thus, large-scale phylogenetic analysis is a diÆcult challenge.
(See [17, 23] for an introduction to phylogeny reconstruction).
This chapter will present a meta-technique for large-scale phylogenetic analysis which

has been shown to improve both types of phylogenetic reconstruction methods. The basic
meta-technique �rst \decomposes" the dataset into overlapping subsets. Trees are then
constructed on each of the resultant datasets using a favored phylogenetic reconstruction
method; since the subsets overlap, these trees also overlap on their leaf sets. These subtrees
can then be merged together, using a preferred \supertree" method, into a tree on the full set
of taxa. We call the class of methods using this basic structure \Disk-Covering Methods",
or DCMs, for historic reasons. Our research shows that DCMs can make phylogenetic
reconstruction more accurate and/or faster, depending upon the particular vulnerabilities
of the base method. Thus, a DCM is designed to \boost" the performance of a given
\base method". Our current DCMs have focused on two di�erent types of base methods {
polynomial time distance-based methods, such as neighbor joining [37], and heuristics for
maximum parsimony implemented in software such as PAUP* [42] and TNT (see [14] for a
description of TNT). These DCMs di�er in their design, because of the particular aspects of
the base method. Most noticeably, they use di�erent decomposition strategies. The DCM
we use for neighbor joining uses a decomposition that produces very small subproblems with
small evolutionary diameters (i.e., interleaf-distances), while the decomposition strategy
used in the DCM for maximum parsimony produces larger subproblems, with a maximum
subproblem size that is still reasonably large. In addition, the DCM for maximumparsimony
is used iteratively within a heuristic search in order to obtain improved results. However,
we do not expect our current approaches for improving heuristic maximum parsimony or
neighbor joining to be the best that can be achieved, and so new DCMs will continue
to be useful for these problems. Furthermore, new DCMs will likely be needed as new
problems (such as maximum likelihood or phylogenetic multiple sequence alignment [38])
are considered. Thus, we believe that this type of algorithm design, in which base methods
are used on carefully selected subproblems and solutions then merged together, represents a
promising approach to phylogeny reconstruction, but that DCMs are really in their infancy.
We write this chapter, therefore, in the hope that by presenting both the intuition behind
the design strategies and the details involved in designing DCMs for speci�c base methods,
algorithms researchers will be able to design their own DCMs as new challenges arise.
The structure of the chapter is as follows. In Section 1.2 we present the basic issues

involved in phylogenetic analysis, including de�nitions of the basic optimization problems,
stochastic models of evolution, statistical aspects of a phylogenetic estimation, and algo-
rithmic issues. In Section 1.3 we present the basic divide-and-conquer strategies we use
in our various DCMs. These techniques rely heavily on the theory of triangulated graphs,
which we present in Section 1.4. We then discuss general design issues for DCMs in Sec-
tion 1.5. We then begin our description of a few speci�c DCMs in order to illustrate these
techniques. We begin in Section 1.6 with the DCM we designed for use with maximum
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parsimony heuristics. We continue in Section 1.7 with a description of DCMs that were
designed for use with distance-based methods like neighbor joining. Finally, we conclude in
Section 1.8 with a discussion of further research directions, and some speci�c open problems.

1.2 Phylogenetic analysis

1.2.1 Stochastic models of sequence evolution.

Stochastic models have been proposed for all types of biomolecular sequences, including
RNA, DNA, and amino-acid. Of these, DNA have the simplest models, since typically
these models do not include any structural constraints, as would be generally true in RNA
or amino-acid models. Hence, we will focus here on describing the models that have been
proposed for DNA evolution.
A model of DNA sequence evolution must describe the probability distribution of the

four states, A;C; T;G, at the root, the evolution of a random site (i.e., position within
the DNA sequence) and how the evolution di�ers across the sites. Typically the probability
distribution at the root is uniform (so that all sequences of a �xed length are equally likely).
The evolution of a single site on a given edge e is modeled through a collection of parameters
- one is the \length" l(e) of the edge, which determines the expected number of changes
of a random site on that edge, and the other is a substitution probability matrix, which
determines the probabilities of each substitution of one nucleotide by another in a single
substitution. These together can be fully expressed by a single \stochastic substitution
matrix," M(e), which for DNA is a 4 � 4 matrix in which every row sums to 1; because
this matrix allows for more than one change, the diagonal entries can be non-zero. Note
that the matrix M(e) can have up to 12 free parameters. The simplest such model is the
Jukes-Cantor model, with one free parameter, and the most complex is the General Markov
model, with all 12 parameters [40].

DEFINITION 1.1 The General Markov (GM) model of single-site evolution is de�ned
as follows.

1. The nucleotide in a random site at the root is drawn from a known distribution,
in which each nucleotide has positive probability.

2. The probability of each site substitution on an edge e of the tree is given by a
4� 4 stochastic substitution matrix M(e) in which det(M(e)) is not 0, 1, or �1.

Note that these models only describe the evolution of a single site down the tree. To
model how a sequence evolves we would also need to describe how the di�erent sites evolve.
Almost all models of sequence evolution assume that di�erent sites evolve independently
(a notable exception is the covarion model [43]), but most phylogenetic analyses are based
upon models for which the independence of di�erent sites is assumed. The majority of
models used in inference allow for sites to evolve di�erently, but almost all assume that
the di�erences between sites is limited in the following way. The assumption of how sites
di�er is expressed by saying that for every site i we have a rate ri, so that the expected
number of changes on the edge e is simply the product of the edge length l(e) with the
rate ri. If all sites evolve under the same rate, then ri = rj for all i; j. These frig are the
\rates-across-sites", with ri the rate for the i

th site. Typically these rates are drawn from
some distribution. Note that what this expresses is that if a site i is expected to evolve
twice as fast as site j on one edge, then it is expected to evolve twice as fast on every edge
{ that is, sites speed up or slow down identically under all conditions. While this is not
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necessarily a reasonable assumption in molecular evolution, it is the underlying assumption
of models in practice.

In this chapter, we use the GM model with the assumption that ri = rj , so as to simplify
the analysis.

We denote a model tree in the GM model as a pair, (T; fMe: e 2 E(T )g), or more simply
as (T;M). We assume that the number of changes of a given site on a given edge obeys
a Poisson distribution. For each edge e 2 E(T ), we de�ne the length of the edge �(e) to
be � log jdet(Me)j. This allows us to de�ne the matrix of leaf-to-leaf distances, [�ij ], with
�ij =

P
e2Pij

�(e) and where Pij is the path in T between leaves i and j. Note that [�ij ] is

a symmetric matrix. It is a well-known fact that, given the distance matrix [�ij ], it is easy
to recover the underlying leaf-labelled tree T in polynomial time.

This general model of site evolution subsumes the great majority of other models exam-
ined in the phylogenetic literature, including the Hasegawa-Kishino-Yano (HKY) model,
the Kimura 2-parameter model (K2P), the Kimura 3-ST model (K3ST), the Jukes-Cantor
model (JC), etc. These models are all special cases of the General Markov model, because
they place restrictions on the form of the stochastic substitution matrices (see [26] for more
information about stochastic models of evolution).

1.2.2 Statistical performance issues.

Once a stochastic model of evolution is stated, it becomes possible to discuss statistical
inference under the model, de�ne and develop explicitly statistical estimationmethods (such
as maximum likelihood), and to ask about the performance of phylogeny reconstruction
methods under the model. One of the aspects of performance that is typically considered is
whether a reconstruction method is \statistically consistent" under the given model. Put
simply, a reconstruction method is statistically consistent under a given model of evolution,
if, for all model trees under the model, as the sequence length increases, the probability of
reconstructing the model tree goes to 1. This is a mathematical question and establishing
statistical consistency requires a mathematical proof. Such proofs have been obtained for
many methods, including most distance-based methods (including neighbor-joining [37])
and maximum likelihood (which seeks the model tree that maximizes the probability of the
data) under the GM model, and hence under all its submodels.

Another aspect of statistical performance under a model is its \convergence rate", which
roughly speaking asks how quickly the error rate in the estimation goes to 0 as a function of
the sequence length. In order to make this statement precise, we must provide a de�nition
of topological error. While there are many ways to quantify this, the one that is used most
typically in the phylogenetics research community is the Robinson-Foulds [33] rate. This is
given as follows.

DEFINITION 1.2 Let T be the true tree, and let T 0 be an estimated tree, both on the
same set of n leaves. For each edge e in T , there is an associated bipartition �(e) de�ned
on the leaf set of T which is produced by deleting the edge e from T . We can therefore
identify T with its set C(T ) = f�(e) : e 2 E(T )g. Similarly we can identify the tree T 0 by
its set C(T 0), de�ned in the analogous way. The Robinson-Foulds distance between T
and T 0 is then the average of jC(T )�C(T 0)j=(n� 3) and jC(T 0)�C(T )j=(n� 3); the �rst
of these two values is called the missing edge or false negative rate, and the second of these
two values is called the false positive rate.

These are rates because they are divided by n�3, where n is the number of leaves in each
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tree (n� 3 corresponds to the number of internal edges in a binary tree on n leaves). Error
rates that are below 5% are desired, and above 10% are unacceptable - unless the data are
just too poor to allow for greater resolution.
Two methods which are both statistically consistent under a model may have very di�er-

ent convergence rates, with one method producing trees with much lower error rates than
the other, at most \reasonable" sequence lengths. Thus, the convergence rate of a method
is highly signi�cant when it comes to predicting its performance on di�erent datasets.
While statistical consistency is relatively easy to establish (the proofs are not diÆcult

generally), mathematical analyses of the convergence rates of di�erent methods is very
diÆcult (see [1, 9, 10] for some initial results). For this reason, the performance of phylogeny
reconstruction methods is typically evaluated in simulation.

1.2.3 Maximum parsimony.

We now de�ne the maximum parsimony problem.

� Input: Set S of sequences, each over an alphabet A, and of the same length k.

� Output: a tree T with leaves labelled by S and with internal nodes labelled by
other elements of Ak, so as to minimize the total \length" of the tree, which is
de�ned to be

P
eH(e), where H(e) denotes the Hamming distance between the

sequences labelling the di�erent endpoints of e (i.e., the number of sites at which
the sequences di�er).

Finding the optimal trees under maximum parsimony (MP) is an NP-hard problem, and
so hard to solve exactly for datasets beyond about 30 or so taxa (if the tree T is �xed, then
the problem of assigning sequences to the internal nodes so as to minimize the total length
of the tree is easily solved using dynamic programming in polynomial time [12]). Because
MP is important in practice, many heuristics exist which attempt to solve the problem
through a combination of hill-climbing and randomization to get out of local optima. These
heuristics may actually �nd optimal solutions, though current approaches do not provide
suÆciently good lower bounds to make it possible to assess the degree of suboptimality in
a given analysis. Current practice therefore tends to involve running a favored heuristic
until it seems that better solutions will not be found. Such analyses can take a few days on
moderate sized datasets, to weeks or months on large datasets.
MP is not statistically consistent under the GM model, which means that there are

some model trees so that as the sequence length increases, the probability that an exact
solution to MP would yield the true tree does not provably approach 1 [11]. Even so, MP
is a popular method, and many heuristics exist to attempt to solve MP. (For more on MP,
see [17].)

1.2.4 Distance-based methods.

Distance-based methods operate in two phases: �rst they use statistically-based techniques
to estimate pairwise distances, and then they construct a tree on the basis of these estimated
distances. Provided that the appropriate technique is used to estimate pairwise distances,
and a good method is used in the second step to construct a tree from the distances, the
combined two-phase reconstruction is statistically consistent. The most popular distance-
based methods are polynomial-time, and hence these methods are quite attractive.
Of the various distance-based methods, neighbor-joining is probably the most popular;

it is statistically consistent under the GM model and performs well in many simulation
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studies by comparison to other distance-based methods. On the other hand, the only
mathematical theory about its convergence rate shows that it can require sequence lengths
to be exponential in the maximum leaf-to-leaf distance within the model tree, in order
to produce the topologically correct true tree with high probability (see below). Since
sequence lengths are generally not extremely long, this is a vulnerability of neighbor joining
with respect to large-scale phylogeny reconstruction. (This theoretical statement also holds
true for other distance-based methods and so this vulnerability of neighbor joining is not
unique.) Simulation studies have veri�ed that neighbor joining's performance degrades as
the interleaf-distances increase without a corresponding increase in the sequence length [37],
and so from an empirical standpoint this vulnerability seems to be signi�cant. (It is worth
noting that all methods seem to degrade in performance with increasing interleaf-distances,
with the degradation of neighbor-joining less so than that of some other distance-based
methods, but worse - it seems - than some sequence-based methods.)
The basic theorem for the convergence rate of neighbor joining is as follows.

THEOREM 1.1 [From [1]] Let (T;M) be a General Markov Model tree with n leaves,
with 0 < f � �e � g <1 for all edges e in T . Let � > 0 be given, and let �� = maxijf�ijg.
Then there is a constant C > 0 such that, if the sequence length exceeds

C logneO(��)

then, with probability at least 1� �, the Neighbor-Joining method recovers the true tree.

Note that �� � g � diam(T ), where g is the maximum edge length and diam(T ) is the
number of edges in the longest path in the tree T (i.e. it is the topological diameter of T ),
and that diam(T ) can be as large as n � 1. Thus the sequence length requirement of the
Neighbor Joining method is bounded from above by a function that grows exponentially in
n, even when g is �xed.

1.2.5 Fast-converging methods.

Since letting f be arbitrarily small or g be arbitrarily large a�ects the sequence length re-
quirement, we are interested in developing methods for which polynomially long sequences
ensure accuracy under the General Markov model, when both f and g are �xed, but arbi-
trary. In order to de�ne this concept precisely, we �rst parameterize the General Markov
model.

DEFINITION 1.3 GMf;g contains those (T;M) 2 GM for which f � �(e) � g holds for
all edges e 2 E(T ).

We now de�ne absolute fast convergence:

DEFINITION 1.4 A phylogenetic reconstruction method � is absolute fast-converging
(afc) for the GM model if, for all positive f; g; ", there is a polynomial p such that, for all
(T;M) in the GM model, on set S of n sequences of length at least p(n) generated on T ,
we have Pr[�(S) = T ] > 1� ".

Note that method M operates without any knowledge of parameters f or g|or indeed
any function of f and g. Thus, although the polynomial p depends upon both f and g, the
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method itself does not.
There are now several methods which have been proven to be afc (see [5, 6, 44, 31]), and

in Section 1.7 we will describe how we derive one such afc method through the use of a
DCM. All afc methods, whether implicitly or explicitly, have two phases: �rst they produce
a set of trees, and then they select the best tree from the set. Proofs that the methods are
afc then require proving (a) that the �rst phase produces a set that includes the true tree
with high probability, given polynomial length sequences, and (b) the second phase picks
the true tree with high probability, under the assumption that the true tree is in the set
and the input sequences are of polynomial length.

1.3 The basic divide-and-conquer strategy

1.3.1 Introduction.

Each DCM is fundamentally based upon a divide-and-conquer strategy, which has the
following three phrase structure:

� Phase I: Compute a decomposition of the dataset into overlapping subsets, and
construct trees on the subsets using the base method.

� Phase II: Use a supertree method to merge the trees on the subsets into a tree
on the full dataset

� Phase III: If the tree obtained in Phase II is not fully resolved (i.e. if the tree
is not a binary tree), we resolve it further into a binary tree so that it optimizes
the desired objective criterion (e.g., maximum parsimony).

We have designed these phases so that we can guarantee accuracy in the reconstructed
tree obtained at the end of the �rst two phases under certain conditions. These guarantees
and other properties of our DCMs rely upon the theory of triangulated graphs which is
presented in Section 1.4 below. In general, however, we are motivated not only by theory
but also by empirical performance, and so much of our discussion here will attempt to reect
those dual concerns.

1.3.2 Phase I: a brief overview.

The main issue in the design of Phase I is the decomposition of the set of taxa into overlap-
ping subsets. Our approach for Phase I is to �rst construct a triangulated graph (that is, a
graph without any simple induced cycle of size four or more) whose vertex set corresponds
to the input set of taxa, and then compute a decomposition of the vertices of the triangu-
lated graph (and hence of the set of taxa) into overlapping subsets. We describe how we
obtain triangulated graphs from our input sets, and how we decompose these triangulated
graphs, in Section 1.4 below.

1.3.3 Phase II: Merging the subtrees.

After Phase I is completed, we have a set of trees, one for each of the sets in the decom-
position of the set of taxa. These subtrees share taxa in common, and the objective is to
merge these subtrees into a tree on the full dataset. We would like this merger to retain
accuracy if possible, so that in particular if all the subtrees are correct (meaning that they
accurately reect the true tree restricted to the subset), then the merger of these subtrees
should be the true tree. This is the Subtree compatibility problem:
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� Input: set T = fT1; T2; : : : ; Tkg with Ti an unrooted tree on leaf set Si.

� Output: Tree T on leaf set S = [iSi, if it exists, such that T jSi = Ti.

This problem is NP-hard, as was shown in [39]. Thus, any method for this problem which
attempts to retain accuracy is likely to fail under some conditions, or to require exponential
time.

The method we use is the Strict Consensus Merger, described originally in [20]. This is
a polynomial time method which is based upon the theory of triangulated graphs, and has
provable accuracy under certain conditions.

Strict Consensus Merger.

The Strict Consensus Merger of a set of trees is a technique we developed for use with
subtrees obtained through our DCM decompositions. Details of this technique are given in
[20, 21, 44]; here we provide a brief description.

The Strict Consensus Merger (SCM) operates by sequentially merging pairs of subtrees
until all the subtrees have been merged into a tree on the full set, and the particular order
in which the subtrees are merged matters. Given two trees t1 and t2 on S1 � S and S2 � S,
respectively, SCM operates as follows. First SCM computes S1 \ S2, the set of leaves that
the two trees share, and considers the two trees restricted to just that common set of leaves.
The strict consensus of these two subtrees (i.e., the most resolved common contraction of
the two trees) is then computed; this constitutes the \backbone" of the resultant tree. The
remaining pieces of t1 and t2 (on leaf sets S1 � S2 and S2 � S1, respectively) are then
reattached onto the backbone. If both t1 and t2 should contribute pieces to the same edge
of the backbone, then that edge is bisected, and all the pieces of both trees are attached to
that newly introduced node.

Note the following. First, the SCM of a set of trees can be computed in polynomial time,
since the strict consensus of two trees is a linear time operation. Also, the SCM of a set
of a set of trees is typically not a binary tree, since any conict in the trees will result in
edge contractions during the merger of the trees together. Finally, even if the set of trees is
compatible (meaning that a supertree exists consistent with all the given trees), the SCM
of these trees may not produce such a compatible supertree. This last comment is not
surprising since the subtree compatibility problem is NP-hard [39], and hence a polynomial
time algorithm cannot be expected to solve the problem. On the other hand, we showed
in [20] that when the subtrees are \big enough" (a statement we quantify exactly) and the
subtrees are compatible, then SCM does solve the subtree compatibility problem.

1.3.4 Phase III: Re�ning trees.

The strict consensus merger contracts edges in the subtrees in order to make the subtrees
compatible with each other; as a consequence, the tree returned in Phase II is often not
fully resolved. We therefore apply techniques for re�ning the tree obtained in Phase II. A
typical approach for this re�nement phase is to attempt to �nd a re�nement of the given
tree that optimizes some criterion, such as the maximum parsimony criterion, among all
re�nements. However, such problems tend to be NP-hard (see [4] for this problem when
the optimization criterion is maximum parsimony). Heuristics for re�ning trees so as to
optimize maximum parsimony are implemented in the major phylogeny software packages,
but are not particularly e�ective nor fast. Consequently, the optimal tree re�nement (OTR)
problem is of general importance in phylogeny reconstruction.



Disk CoveringMethods: improving the accuracy and speed of large-scale phylogenetic analyses1-9

1.4 Triangulated graphs

We now turn to the basic theory of triangulated graphs. The particular properties of
triangulated graphs allow us to design these �rst two phases with provable performance
guarantees in terms of accuracy of the reconstructed tree, and in terms of running time.
(The interested reader is directed to Golumbic's excellent book [15] from which much of
this theory can be obtained.)

1.4.1 Basic material.

We begin with a de�nition.

DEFINITION 1.5 A graph which has no induced simple cycles of length greater than
three is a triangulated graph.

Triangulated graphs are perfect graphs and are well-studied (see [15] for more on triangu-
lated graphs). The �rst basic theorem about triangulated graphs is that each triangulated
has a perfect elimination scheme:

DEFINITION 1.6 A perfect elimination scheme for a graph G = (V;E) is an
ordering of the vertices v1; v2; : : : ; vn, so that for each i = 1; 2; : : : ; n � 1, Xi = �(vi) \
fvi+1; vi+2; : : : ; vng is a clique (here �(vi) indicates the neighbor set of vi).

Not only does every triangulated graph have a perfect elimination scheme, but such
an ordering can be found in polynomial time. Using the existence of a perfect elimination
scheme, the following two theorems (which are the basis of how we obtain the decomposition
of S into overlapping subsets) can also be proved. The �rst result is as follows:

THEOREM 1.2 Every triangulated graph G = (V;E) has at most n = jV j maximal
cliques, and these can be found in O(n2) time.

THEOREM 1.3 For every triangulated graph G = (V;E) 9X � V such that X is a
clique and G �X is the disjoint union of components C1; C2; : : : Ck. Furthermore, we can
�nd such an X such that X minimizes maxijC [X j in O(n3) time.

A basic aspect of the design of a DCM is producing a triangulated graph. Here we
describe two such ways of obtaining triangulated graphs.

1.4.2 Threshold graphs.

Let S be a set of taxa, and let [dij ] be a distance matrix for the set of taxa, and let q be
any non-negative real number. Then the threshold graph for d and q is de�ned as follows:

DEFINITION 1.7 The threshold graph TG(d; q) has vertex set S and edges (si; sj) such
that dij � q.

Therefore, if q � maxdij then TG(d; q) is a clique, and for small enough q (for example,
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q = 0), the threshold graph will not be connected.

Before describing how we get triangulated graphs from threshold graphs, we need to
de�ne additive distances.

DEFINITION 1.8 An n� n matrix [dij ] for which there exists a tree T with n labelled
leaves, with positive edge-weighting w : E(T ) ! R+ so that dij =

P
e2Pij

w(e) for all i; j

(where Pij is the path in T between the leaves i and j) is said to be additive.

In [35] we proved the following:

THEOREM 1.4 Let d be an additive matrix, and let q be a real number. Then TG(d; q)
is triangulated

1.4.3 Short subtree graphs.

Let S be a set of taxa, and let T be a tree leaf-labelled by S, with non-negative edge-weights
w(e) assigned to each edge e in T .

DEFINITION 1.9 Let e be an edge of an edge-weighted binary tree T . Let t1; t2; t3;
and t4 be the four subtrees around the edge e (i.e., t1 through t4 are the components of
G�fx; yg, where e = (x; y)). Let xi denote those leaves in ti which are closest to the edge
e (using the path lengths de�ned by the edge-weighting on T ). Then the short subtree
around e is x1 [ x2 [ x3 [ x4.

We now de�ne the short subtree graph.

DEFINITION 1.10 Let T be a tree with leaf set S and edge weighting w : E(T )! R+.
Let G be the graph with vertex set S and edge set E de�ned by (si; sj) 2 E if and only if
9e 2 E(T ) such that si and sj are both in the short subtree around e. This is the short
subtree graph of (T;w), denoted by SSG(T;w).

In [35] we showed the following:

THEOREM 1.5 Let T be any tree with positive edge-weighting w. Then the short subtree
graph de�ned by T and w is triangulated.

1.4.4 Decompositions of triangulated graphs.

Theorems 1.2 and 1.3 imply two decompositions of the vertex set of a triangulated graph
G, as follows:

� Max-clique decomposition: given a triangulated graph G, return the set of
maximal cliques of G.

� Separator-Component decomposition: Given G, �nd a clique separator X
and compute all the components of G � X . Then return the sets of the form
X [ C, where C is one of the components of G�X .
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The �rst type of decomposition is uniquely determined by the triangulated graph, and for
this reason we will refer to it as \the max-clique decomposition". However, a triangulated
graph can have many di�erent clique separators, each of which thus can de�ne a di�erent
decomposition. For this reason, we will refer to any decomposition obtained by choosing a
clique separator as \a separator-component decomposition". In Theorem 1.3 we showed that
picking a clique separatorX so as to minimize the maximum size of any created subproblem
could be solved in O(n3) time, but this running time is not always acceptable. Therefore,
we may sometimes prefer to use a suboptimal separator-component decomposition, i.e. one
that would produce somewhat larger subproblems, if it can be computed faster.

Now consider the di�erence between the max-clique decomposition and a separator-
component decomposition on the same �xed triangulated graph G. It is easy to see that the
max-clique decomposition will produce more subproblems (up to n of them, where n = jV j),
but each subproblem will be smaller (or at least not larger) than the subproblems obtained
by the separator-component decomposition. However, the separator-component decompo-
sition will produce potentially only a few subproblems. Furthermore, the pairwise intersec-
tions of the subsets produced by the max-clique decomposition can di�er signi�cantly (and
will even be disjoint in some cases), whereas in any separator-component decomposition
all pairwise intersections are the same. These di�erences will be signi�cant in developing
DCMs for di�erent base methods.

1.5 Designing DCMs

1.5.1 Introduction.

All of our DCMs use the same three phase structure (although some also use recursion
and/or iteration), with the main di�erence between the DCMs being the decomposition
technique. All current DCMs �rst construct a triangulated graph and then apply either the
max-clique or a separator-component decomposition to the graph to obtain subproblems.
The combination of base method, choice of triangulated graph, and decomposition technique
on that triangulated graph, impact the behavior of the resultant \DCM-boosted" method.
For example, methods which will take a long time on big datasets will �nish faster on the
max-clique decomposition. A more subtle point is the impact of error on subsets { since
the technique we use in merging subtrees contracts edges whenever two subtrees disagree,
there is a potential for a greater loss of resolution in the max-clique decomposition than in a
separator-component decomposition, especially when the separator is small. The di�erence
between using threshold graphs and short subtree graphs is also interesting, but depends as
much on the dataset as on the method. Thus, the design of a DCM reects the particular
properties of the base method and of the particular dataset, and only by studying the actual
performance of the resultant DCM-boosted methods can we tell which design strategy will
be the most bene�cial.

We begin this section with a description of how we obtain triangulated graphs from
molecular datasets.

1.5.2 Obtaining triangulated graphs from datasets.

Threshold graph decompositions.

Threshold graph decompositions can be used on any dataset for which a distance can
be de�ned between each pair of taxa. In molecular sequence datasets, these distances can
be Hamming distances, or distances obtained under some statistical estimation procedure
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selected to match the model of evolution underlying the dataset.

In a threshold graph decomposition, we are given a set S of sequences and a matrix [dij ]
of distances on the set S of taxa. To compute a threshold graph we must �rst select the
threshold (the value q). We then construct the threshold graph, TG(d; q) (see De�nition
1.7). If TG(d; q) is triangulated, we can compute either the max-clique decomposition, or
a separator-component decomposition; however, if TG(d; q) is not triangulated, then we
must �rst triangulate it, by adding edges to TG(d; q) so that the graph is triangulated.
However, when we add edges to TG(d; q) we a�ect the decompositions (either max-clique
or separator-component) that we can obtain from the triangulated graph.

In some of our DCMs our objective is to minimize the maximum evolutionary distance
within any subproblem, so that in a max-clique decomposition we would wish the cliques
to have the smallest maximum distance. This suggests the following objective in the tri-
angulation process: add edges to TG(d; q) so as to minimize the \weight" of the heaviest
edge added. This optimization problem is NP-hard, however, and so in our experiments,
we have used a greedy triangulation scheme that works reasonably well: compute for each
vertex v in the graph the value W (v) = maxfdij : fi; jg � �(v)g, where �(v) denotes the
neighbors of the vertex v. Select the vertex v that minimizes W (v) and make it simplicial
(i.e., make the neighbors of v into a clique). Recurse on G�fvg. This approach produces a
triangulation of G but may not minimally triangulate the graph G; however, in our exper-
iments this worked quite well. However, see also [25] for a polynomial time technique that
creates an acceptable triangulation.

Thus, threshold graph decompositions have the following structure. They begin with a
distance matrix [dij ], and operate as follows:

1. Pick a threshold q 2 fdijg

2. Construct TG(d; q)

3. Add edges to TG(d; q) to triangulate it, producing graph G

4. Compute either the max-clique or a separator-component decomposition from G

Guide tree decompositions:

We now describe how we can obtain guide trees, and from them the triangulated short
subtree graph.

The most typical technique for obtaining a guide tree is to use some phylogeny recon-
struction method (such as a heuristic for maximum parsimony or maximum likelihood, or
perhaps a fast method such as neighbor joining) to obtain an estimation T of the true tree.
Given T , we can then use one of many techniques to assign edge lengths. For example,
if the set of taxa are biomolecular sequences in a multiple alignment, then we can assign
edge lengths to T by using the Fitch-Hartigan dynamic programming �xed-tree maximum
parsimony algorithm of [12] to assign sequences to internal nodes, and then use Hamming
distances to de�ne edge lengths. We can also use maximum likelihood estimation of edge
lengths, which may be more accurate but will take more time than maximum parsimony. In
general, however, if T was obtained using a phylogeny reconstruction method, it will typ-
ically already have edge lengths (such is the case with the three techniques we mentioned
earlier - heuristic MP, heuristic ML, or neighbor joining).

Given the guide tree and T with its edge lengths, we then compute the short subtree
graph. This is easily done in polynomial time. Once the short subtree graph is obtained,
we can compute either the max-clique or a separator-component decompositions on it (since
it is already triangulated). As noted before, �nding an optimal separator-decomposition -
although polynomial time - can be more expensive than desired; consequently faster decom-
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positions based upon clique-separators can also be used. In [34] we showed how we could
compute a decomposition we call the \heuristic centroid-edge" decomposition in linear time
(this fast running time was accomplished without explicitly constructing the short subtree
graph). This decomposition worked very well in practice, as we showed in [34, 35].

1.5.3 Considerations in design strategies.

We have described ways we can obtain triangulated graphs, and ways we can decompose a
triangulated graph. How do these choices interact with base methods?
Somemethods - in particular, distance-based methods like neighbor joining [37], have poor

topological accuracy on datasets with large evolutionary diameters, although they are quite
fast. These methods would therefore seem to bene�t from decompositions that produce
the smallest diameter subproblems. Other methods, in particular exhaustive searches for
optimal trees under hard optimization criteria, can only realistically handle quite small
datasets { maximumparsimony is limited to perhaps 20 or 25 taxa, and maximum likelihood
limited to much smaller datasets; these methods would require subproblems to be as small
as possible. In a third class are local-search heuristics (like the hill-climbing heuristics used
in maximum parsimony searches), which seem not to be impacted by large diameters so
much, but are still impacted by dataset size. Understanding the best design strategy for
these local-search heuristics is more complicated.
The particular technique used to obtain a triangulated graph also has an impact on

the resultant DCM. If we use a guide tree, there is only one triangulated graph that we
can obtain, but di�erent guide trees will produce potentially di�erent decompositions. This
makes guide tree decompositions useful for heuristic searches for optimal trees under criteria
such as maximum parsimony, because as the search �nds better solutions, it can become a
new guide tree, and a new decomposition can be obtained.
The issues involved in selecting threshold graph decompositions are more complicated.

In this case, the distance matrix [dij ] is usually considered �xed, but the threshold can
change. If the threshold is too small, the threshold graph will not even be connected,
and so the tree on the full dataset cannot be reconstructed from subtrees, even if they
are correctly computed. If the threshold is too big, the subproblems become essentially
as diÆcult (almost as large and with almost the same evolutionary diameter) as the full
dataset, although correct subtrees on the subproblems would then be likely to de�ne the
full tree. Thus, �nding the \correct" threshold to use is a diÆcult problem.
Our experiments with real and simulated data showed us two very interesting things. The

�rst was that the threshold graphs obtained for biomolecular sequence datasets had very
large cliques { so large, in fact, that on many datasets the largest subproblems obtained
in a threshold graph decomposition were close to the full dataset size [35, 34]. This meant
that we'd be analyzing several subproblems of size almost the full dataset size, with the
consequence that there was little gained in using a threshold graph decomposition. On the
other hand, the subset sizes obtained by using reasonable guide trees (obtained using good
heuristic searches for MP, for example) produced much smaller subproblems for the same
datasets [35, 34], so that decompositions based upon the short subtree graph were more
suited for boosting heuristic searches for maximum parsimony or maximum likelihood.
Other experiments showed that even the best distance-based methods (neighbor joining,

for example) had poor topological accuracy on large diameter subproblems, con�rming the
theory that had been established for the convergence rates (i.e., the sequence length require-
ments) of these methods [1]. In order to develop methods with provably good convergence
rates, we needed to work with threshold graphs, rather than with guide trees. In order to
obtain the provable theory, however, we had to take a third approach - rather than selecting
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a threshold, we compute all possible threshold graphs (one for each threshold that creates
a connected graph), and hence we compute O(n2) trees, one for each threshold graph. We
then have to apply yet another step (whereby we obtain a single tree from the O(n2) trees)
in order to return a tree for the input taxa.
Finally, DCMs have also been designed for reconstructing phylogenies on whole genomes

(using gene order data) using the GRAPPA software suite (see [29] for a description of
GRAPPA and of the DCM-boosting designed for use with GRAPPA techniques). This
is empirically a harder problem { datasets above 13 or so genomes cannot be handled
by GRAPPA, and so decomposing the dataset into smaller subsets (each subset explicitly
limited to at most 13 genomes) is an absolute requirement.
In the next sections we describe the DCMs we used for boosting maximum parsimony

heuristics and for use with distance-based methods; readers interested in the use of DCMs
for boosting GRAPPA should see [29].

1.6 DCM-boosting techniques for maximum parsimony

1.6.1 Objectives.

We begin with a description of our DCMs for maximum parsimony.
The main issue confronting maximum parsimony and maximum likelihood heuristics is

running time { they take a long time to reach reasonable accuracy on large datasets. In fact,
it is not uncommon for phylogenetic analyses to take weeks or months (or years) on large
datasets { and with the increasing availability of sequence data, this trend may continue or
even get worse. Finding ways to make these analyses much faster is the objective of this
algorithm design.
The simplest design of a DCM involves only one application of a base method on a

subproblem - so that after the subtrees are constructed and merged together, the analysis
stops. When the objective is to solve an optimization problem, however, this no longer
makes sense - we will want to continue searching for better trees as long as the data suggests
that we may not have found suÆciently good trees. Therefore, we would usually use the
output of a DCM as the input to a standard heuristic search, with the hope that the
improvement obtained by the DCM would give us a \head start" over standard approaches.
In addition, we would like to design DCMs that allow for iterative use, so that instead
of switching over to standard heuristic searches we could continue using DCM-boosted
heuristics. Thus, iterative-DCMs will be potentially bene�cial for maximum parsimony (as
well as for other optimization problems).
Thus, DCMs which produce smaller subproblems make a lot of sense, and it would seem

that the smallest possible subproblems would be the most desirable. However, in our
experiments, the loss of resolution that results from using the max-clique decomposition
proved to be more of a problem than the running time used in a separator-component
decomposition, because the third phase in which we attempt to resolve the tree optimally
with respect to maximum parsimony was too expensive. Furthermore, we observed that the
subsets obtained using the threshold graph decomposition produced subproblems that were
quite big - 90% of the taxa in the largest subproblem - so that there was little improvement
gained in the running time.
For this reason, we developed the short subtree graph decomposition, since these produced

maximal cliques that were much smaller than the subproblems we obtained in the threshold
graph decompositions. What seems to have worked quite well for maximum parsimony
heuristics is to produce a separator-component decomposition on a short subtree graph:
these subproblems contain no more than 50-60% of the taxa, and so are substantially
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smaller than the subproblems obtained using the threshold graph decomposition. The
separators we �nd in these decompositions tend also to be very small { four or �ve taxa,
in fact. Furthermore, because these subproblems overlap only on the separator, very little
resolution is lost during the merger of the subtrees into the supertree. Finally, when 50-
60% of the taxa is still too large for the base method, we examined recursive uses of the
decomposition.

1.6.2 DCM3.

Thus, we have several variants of a basic design, which we call DCM3. In its simplest
form, we would use some technique to obtain a guide tree, and then compute the short
subtree graph from the guide tree. We would then compute some separator-component
decomposition based upon the guide tree, thus producing a set of subsets of the original
taxa. Following this, we would apply the base method to the subproblems, merge the
resultant subtrees using the strict consensus merger, and then re�ne the tree. In summary,
the basic algorithm is as follows.

DCM3(T1; w).

The input to this routine is a tree, T1, leaf-labelled by a set S of sequence, and an edge
weighting w of T1.

1. Construct G = SSG(T1; w), the short subtree graph based upon the guide tree
T1 with is edge-weighting w. Compute a separator-component decomposition on
G, producing subsets Si = Ci [ X , where X is the separator and Ci is the i

th

component of G�X .

2. Let ti be T1jSi (that is, ti is the subtree of T1 induced by the set Si of taxa).
Use a preferred method to construct trees on each subset, starting with the tree
ti for the subset Si.

3. Merge the resultant subtrees using the Strict Consensus Merger.

4. Return a re�nement of the resultant tree.

Several comments are worth making here. The �rst is to note that we do not simply apply
the favored heuristic to each subproblem, but rather we take advantage of our current best
tree (the guide tree, that is) in order to initialize the search at a (hopefully) good tree. That
is, we will begin our search for the optimal tree on the subset Si with the tree ti.
Secondly, we have left open several steps of the technique: for example, which separator-

component decomposition do we compute?, how do we re�ne the resultant tree?, how exactly
do we obtain the guide tree T1?, and how long do we apply our favored heuristic on each
subset Si? These are all aspects of the design of DCM3 that will depend quite strongly
upon the particular base method, as well as the properties of the dataset being analyzed.
Furthermore, we can choose di�erent MP heuristics for each of the steps (one for the

initial step where we obtain our tree T1, and another where we analyze subsets). Also, we
can try to optimize the decomposition as described above or just take some reasonably good
decomposition, and we can attempt to optimally re�ne the unresolved tree we get from the
Strict Consensus Merger, or we can re�ne it heuristically (or even randomly). Thus, the
particular application of this DCM3 strategy involves decisions at various points.

1.6.3 Iterative-DCM3.
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The main use we have made of DCM3 is in its iterative form, where we have alternated
between the use of a heuristic on the full dataset and the use of the same heuristic (perhaps
applied slightly di�erently) on the subproblems. That is, Iterative-DCM3 follows upon the
construction of an initial guide tree (T1), and has the following steps.

� Repeat until you want to stop:

{ Let T = DCM3(T1) (i.e. T is the tree obtained by applying DCM3 to the
guide tree T1)

{ Apply your favored heuristic to T until you reach a local optimum, or until
you satisfy some stopping rule, and let T1 be the current best tree.

Note that this use of DCM3 introduces yet another level of exibility (or ambiguity):
now we have three places where we will apply a heuristic for MP to a dataset: the initial
stage, where we obtain our �rst estimate of the optimal tree from scratch, and then we will
alternate between applying a heuristic just to subsets, and applying a heuristic to the full
set. We may elect to use the same basic heuristic, but apply it with fewer or more iterations
depending upon the size of the subset being analyzed. Or, we may change the heuristic we
use (and not just vary it by changing the number of iterations) depending upon the size or
features of the subset. These issues again will depend upon the features of the dataset and
the optimization criterion, as well as upon the desired level of accuracy and/or the amount
of time that is available for the analysis.

1.6.4 Recursive DCM3.

Recursive DCM3 is a simple modi�cation of DCM3, in which we recursively decompose
subsets until we reach a desired subset size. Then we apply the favored heuristic to the
subsets (starting, as before, with the subtree induced by the guide tree on each subset),
and then merge trees using the strict consensus merger as we go back up the recursion
tree. Once all the subtrees are merged into a tree on the full dataset, we then apply the
re�nement step.
The main advantage of Recursive-DCM3 is that the subproblems can be made signi�-

cantly smaller, even with just one or two levels of recursion.

1.6.5 Recursive-Iterative-DCM3.

Recursive-Iterative-DCM3 combines both recursion and iteration, so that we iteratively call
Recursive-DCM3. This technique has the best performance of the various techniques we
examined in our studies, when the base methods were standard heuristics for maximum
parsimony.

1.6.6 Experimental results.

In this section we summarize the results of fairly extensive studies on real datasets ranging
from 1000 sequences up to almost 14,000 sequences, with base methods for maximum par-
simony taken from di�erent software packages. An example of one such study is given in
Figure 1.6.6.
We have experimented with several variants of DCMs for use with heuristics for maximum

parsimony on a number of very large datasets. These experiments have examined base meth-
ods and compared them to their DCM-boosted versions on a number of real datasets. We
included DCM2, which is the separator-component decomposition based upon the threshold
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graph obtained using the smallest threshold that produces a connected graph [21]. In order
to compare DCM2 and DCM3 to base heuristics, we used the output of DCM2 and DCM3
as a starting tree for their base heuristics, so that we could explore performance over a
longer period of time. Thus, the comparison is made as a function of time { examining the
best MP score found at each point in time, over a period of days or weeks (depending upon
the dataset). We consider DCM-boosting to be advantageous if we obtain an improvement
at every point in time for a considerable length of time, preferably for at least 24 hours.
These experiments (detailed in [34, 35]) showed the following:

� The better the base method is, the better the DCM must be in order to obtain
an advantage over the base method. Thus, even a poor DCM can improve upon
a poor base method, but for the best base methods, we need very good DCMs
to obtain an advantage.

� DCM2 (the separator-component decomposition applied to a threshold graph)
produces subproblems that are very large, and the decomposition takes a long
time. In fact, when we use very good heuristics for MP, DCM2-boosting worsens
the performance rather than improving it. Consequently, DCM2 is not helpful
for solving maximum parsimony on most datasets we examined, by comparison
to good base heuristics.

� DCM3, based upon �nding an optimal decomposition but using a random re�ne-
ment, and then continuing with the base heuristic, did not typically improve the
performance of the best base methods, but it also didn't generally make things
worse.

� Recursive-DCM3 gave a slight advantage over the best base heuristics, and a
somewhat larger advantage over other base methods.

� Iterative-DCM3 gave a somewhat larger advantage over all base methods than
Recursive-DCM3.

� Recursive-Iterative-DCM3, using both optimal and heuristic decompositions, gave
the largest advantages over even the best base heuristics.

� All advantages obtained by any DCM-boosting technique depended on the diÆ-
culty of the dataset and the quality of the base heuristic. Thus, when used with
good base heuristics on small to moderately large datasets, the advantage is not
always signi�cant. Thus, the main advantage obtained is on the largest and most
diÆcult datasets.

1.7 DCM-boosting distance-based methods

1.7.1 Objectives.

In this section we describe the DCM we have developed for use with distance-based recon-
struction methods.

The best distance-based methods are very fast, and topologically very accurate even on
large datasets as long as the subproblems have small diameter. However, as the diameter
increases, their accuracy decreases (see [31, 28, 32, 30]. This empirical observation is sup-
ported by the theory that has been established about these methods as described earlier in
the chapter.

Thus, the main empirical purpose in devising a DCM for use with neighbor joining is
to produce a method that will enable recover the true tree from shorter sequences (as well
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FIGURE 1.1: The performance of di�erent versions of DCM3(TNT) on a dataset of 4114
aligned 16s rRNA Actinobacteria sequences, each of length 1263 (from the Ribosomal
Database Project at the University of Michigan). The x-axis reports the best MP score
found by each method during the �rst 24 hours of analysis. The y-axis measures the error
rate of each method as a percentage above the current best MP score found on this dataset,
where \current best" means the best score found using any method over any amount of
time. The base method is the Ratchet heuristic for MP within the TNT software [14]. The
recursive-DCM3 code produces subsets of size 1/8th the original dataset size. Each point
is the average of 5 runs, and all runs are done on the same machines { 700MHz Pentiums.

as more accurate trees at every sequence length). However, the main theoretical purpose
is to use DCM-boosting so as to produce an absolute fast converging (afc) method from
NJ (see De�nition 1.3). The design of the DCMs for use with NJ (and other distance-
based methods) di�er slightly depending upon whether the empirical goal or the theoretical
objective is more important.

1.7.2 DCM1NJ + SQS: Designing an afc method using DCM-boosting.

In [44] we gave a technique to produce an absolute fast converging method from any method
with an exponential convergence rate, such as neighbor joining. Recalling the de�nition
of the threshold graph given in De�nition 1.7, the DCM1 decomposition, and the Strict
Consensus Merger, the technique is as follows:

� Phase I:

{ For each q 2 fdijg, compute tq = DCM1(TG(d; q)); i.e.,

� Construct the threshold graph TG(d; q), and triangulate it with a min-
imum weight triangulation (minimizing the maximum weight of any
added edge).

� Compute the max-clique decomposition of TG(d; q), and construct trees
on each maximal clique using neighbor joining.

� Merge the trees together using the Strict Consensus Merger.

� Phase II:
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{ Evaluate each tree tq according to the Short Quartet Support Criterion (see
[44]).

{ Return the tree with the best score.

We have explicitly referenced the neighbor-joining (NJ) method in this description, but
any method could be used in its place as a base method. However, in order to obtain a
theoretical guarantee of fast convergence, the base method needs to have a convergence rate
that is no worse than exponential in the maximum evolutionary diameter of the model tree
(this is true for NJ and most of the other distance-based methods that have been proposed).
Note that this DCM requires that the triangulation of the threshold graph be optimal,

which requires therefore solving an NP-hard problem. However, in [25] Jens Lagergren
showed that certain polynomial time triangulation techniques also have the desired theo-
retical properties so that his variant of DCM-boosting would also produce an afc method
without requiring an exact solution to the NP-hard problem of minimally triangulating the
threshold graph.

1.7.3 Improving the empirical performance of DCM1NJ + SQS.

DCM1NJ + SQS is designed for theoretical performance, and thus involves more compu-
tational time than we would want (in particular, it involves solving a hard computational
problem and it produces O(n2) trees in Phase I). Improving upon the speed of this DCM is
a necessary objective if this technique is going to be useful for any real analysis. Further-
more, the speci�c technique used in Phase II (selecting the tree which optimizes the Short
Quartet Support) was also used because of its theoretical properties, but that technique
- although theoretically optimal - turns out not to have as good performance (as shown
in our simulation studies) as other criteria. Thus, in a later study [31] we explored the
empirical consequences of modifying the algorithmic design of DCM1NJ + SQS, in order
to improve the speed and/or accuracy in simulated and real datasets. We speci�cally ex-
amined a variant where we modi�ed Phase I by examining only ten thresholds (rather than
all possible thresholds), and where we used a greedy technique to triangulate the threshold
graph (as described earlier in this chapter). We then modi�ed Phase II by selecting the
tree that optimized some other criterion (we examined speci�cally maximum parsimony or
maximum likelihood, and found them largely to have the same performance and both su-
perior to SQS). These studies led us to propose (as heuristics) two DCMs for boosting NJ:
DCM1NJ +MP and DCM1NJ +ML, neither of which has provable theoretical perfor-
mance, but both of which provide a distinct topological accuracy advantage over NJ, while
being still reasonably fast. (Neither is as fast as NJ, but both are fast enough to complete
analyses in a few minutes rather than in hours or days, as any serious MP or ML analysis
would require.)

1.7.4 Experimental Results.

We designed a simulation study to explore the relative performance of our heuristic ap-
proximations to DCM1NJ +MP and DCM1NJ + SQS, in comparison to NJ and to a
provably afc method called HGT+FP (for \Harmonic Greedy Triplets, plus the Four Point
Method) [8, 7, 6], a sample of which is shown in Figure 1.7.4. (See [28, 32, 30, 36] for some
more experiments.) Our two methods are thus not provably afc but rather only heuristic
approximations to DCM1NJ + SQS, which is afc.
Our implementation of DCM1NJ+SQS is heuristic because we only examine ten thresh-

olds rather than all possible thresholds, and we do not optimally triangulate the threshold
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graphs, thus it is not provably afc. Even perhaps more serious, from a theoretical viewpoint,
the use of MP as the selection criterion in the second phase of DCM1NJ +MP automat-
ically makes the method not afc and probably not even provably statistically consistent.

However, the di�erence in performance between the methods is striking. The error rates of
NJ rises quite quickly, but the remaining methods have at error rates within these dataset
sizes. Furthermore, using MP rather than SQS improves the performance ofDCM1NJ , even
though from a theoretical perspective it is worse. Finally, although HGT+FP is provably
afc its performance is worse than the DCM1NJ methods at all dataset sizes.

The di�erence in performance between these methods is due to a combination of factors.
NJ's performance problem is due to the fact that it uses all the entries of the matrix,
without suÆciently downweighting large entries, and hence has an exponential convergence
rate. The di�erence in performance between HGT+FP and our DCM1NJ methods is
largely due to the improvement obtained in practice by using NJ rather than a quartet-
based method, which is what HGT+FP essentially uses. The di�erence in performance
between DCM1NJ + SQS and DCM1NJ + MP is more mysterious: why should MP,
which is not statistically consistent, outperform SQS as a selection criterion? Once again,
the di�erence may be in the speci�c design of SQS; it is based upon quartet accuracy,
with a particular technique to determine the \correct" tree on each quartet. Although
this criterion is theoretically sound, empirically quartet-based methods (such as SQS) are
not as accurate as methods that compute trees from all the data. Despite the theoretical
guarantees that can be established for quartet methods, they have in general not been able
to be as accurate in simulation as the neighbor joining method, as shown in [22].

The lesson from this comparison of distance-based methods is an interesting one, and
instructive: while dividing into subproblems can yield improvements in accuracy, precisely
how one divides into subproblems is tremendously important.
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FIGURE 1.2: The performance of DCM1NJ with di�erent techniques used in Phase II,
compared to NJ and to another afc method, HGT+FP, as a function of the number of
taxa. In this experiment we simulated evolution of sequences with 1000 sites down uniform
distribution random trees with branch lengths drawn from the same distribution under the
Kimura 2-parameter model [24] of evolution. K2P distances were used as inputs to each
method.
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1.8 Related work and conclusions

DCM-boosting has also been used to improve the speed of software for the inversion and
breakpoint phylogeny problems (both NP-hard problems) within the GRAPPA software
suite for whole genome phylogeny reconstruction [29]. There are two basic challenges for
GRAPPA's phylogenetic analysis: �rst, because the techniques employed within GRAPPA
exhaustively search all trees on each input dataset, GRAPPA is explicitly limited to ana-
lyzing datasets below (about) 14 taxa. Secondly, because of its design, GRAPPA is unable
to eÆciently analyze any dataset where the underlying tree has very large edge lengths.
The authors used a DCM in order to address the �rst of these two challenges; the second
remains a problem for any explicit attempt to solve these optimization problems.

The DCM they designed for use with GRAPPA [29] employed many levels of recursion,
so that each subproblem was small enough. The speci�c design of their DCM was similar
to the DCM1 design, but computed a consensus tree of the di�erent trees (one for each
threshold) they obtained, and they studied their DCM-boosting technique in simulation.
Their study showed that using DCM-boosting allowed GRAPPA to be applied to datasets
with thousands of taxa, in other words a huge improvement in performance.

Future research will explore DCMs for other types of base methods, such as maximum
likelihood and phylogenetic sequence alignment [38].

Finally, we note that other divide-and-conquer strategies have been proposed. Some of
the most well known are quartet-based methods, such as quartet puzzling [41], quartet-
cleaning [3], the Q� method [2], and the short quartet methods [9, 10], but none of these
has been shown to reliably outperform neighbor joining (see [22] for some of these results).
On the other hand, methods such as Compartmentalization [27] are also promising, and
could be investigated. Research into supertree methods which can construct trees from
arbitrarily de�ned subtrees also needs further investigation.
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