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Abstract
The distance sensitivity oracle (DSO) problem asks us to preprocess

a given graph 𝐺 = (𝑉 , 𝐸) in order to answer queries of the form

𝑑 (𝑥,𝑦, 𝑒), which denotes the shortest path distance in𝐺 from vertex

𝑥 to vertex 𝑦 when edge 𝑒 is removed. This is an important problem

for network communication, and it has been extensively studied

in the sequential setting [2, 4, 8, 9] and recently in the distributed

CONGEST model [7]. However, no prior DSO results tailored to the

parallel setting were known. We present the first PRAM algorithms

to construct DSOs in directed weighted graphs, that can answer a

query in 𝑂 (1) time with a single processor after preprocessing.
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1 Introduction
In a network modeled by a graph 𝐺 = (𝑉 , 𝐸), we investigate the
problem of computing shortest path distances when an edge 𝑒 ∈ 𝐸

fails. Specifically, we need to answer queries 𝑑 (𝑠, 𝑡, 𝑒) for 𝑠, 𝑡 ∈
𝑉 , 𝑒 ∈ 𝐸, where 𝑑 (𝑠, 𝑡, 𝑒) is the shortest path distance from 𝑠 to 𝑡

in 𝐺 when edge 𝑒 is removed. This is a fundamental problem in

network communication for routing under an arbitrary edge failure.

Let |𝑉 | = 𝑛, |𝐸 | = 𝑚. Since explicitly computing all distances

would be prohibitively expensive due to output size, we instead

consider Distance Sensitivity Oracles (DSOs). In the DSO problem,

we first preprocess the graph𝐺 to construct an oracle that stores

certain information in order to answer queries quickly. Note that

without any preprocessing, we can answer a query using a single
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source shortest path (SSSP) computation. The goal in DSO construc-

tion is to obtain a faster query time, ideally constant query time,

while keeping the preprocessing cost reasonable.

The DSO problem has received considerable attention in the se-

quential setting. Starting from [4], algorithms with different trade-

offs between query time and preprocessing time were obtained, cul-

minating in an efficient algorithm with preprocessing time 𝑂̃ (𝑚𝑛),
which constructs a distance sensitivity oracle of size 𝑂̃ (𝑛2) that
can answer any query in 𝑂 (1) time [2]. This construction nearly

matches the best runtime of APSP. Other algorithms addressed DSO

for dense graphs [8], and higher query time [9]. Recently, the DSO

problem was studied in the distributed CONGEST model [7] where

the input graph models the communication network itself.

Despite the importance of the DSO problem, no non-trivial DSO

constructions are known for the parallel setting. In this paper, we

present PRAM algorithms for computing DSOs in directed weighted

graphs. All our algorithms involve a preprocessing step, after which

queries can be answered in𝑂 (1) time using a single processor. Our

algorithms have a range of tradeoffs between work and parallel

time used for preprocessing, described in Section 1.2.

1.1 Preliminaries
Let 𝐺 = (𝑉 , 𝐸) be a directed weighted graph, let |𝑉 | = 𝑛, |𝐸 | = 𝑚.

Each edge (𝑠, 𝑡) ∈ 𝐸 (for 𝑠, 𝑡 ∈ 𝑉 ) has a non-negative integer weight

𝑤 (𝑠, 𝑡). We denote the shortest path distance from 𝑠 to 𝑡 by 𝑑 (𝑠, 𝑡).
We use 𝑑 (𝑠, 𝑡, 𝑒), for 𝑠, 𝑡 ∈ 𝑉 , 𝑒 ∈ 𝐸, to denote the shortest path

distance from 𝑠 to 𝑡 in the graph𝐺 − {𝑒}, i.e., the graph𝐺 with edge

𝑒 removed, also known as the replacement path distance.

We use the work-depth model to present our algorithms, sim-

ilar to other PRAM results [3, 5]. Our work and time bounds are

presented in 𝑂̃ format which hides polylog factors and are valid

for EREW, CREW, CRCW models of PRAM due to known standard

reductions between these models.

1.2 Results
We present algorithms for DSO in directed weighted graphs with

integer weights. Integer weights are needed in our algorithms only

for computing SSSP where we utilize the PRAM algorithms of [3, 6].

Otherwise, our results hold for real weighted graphs. All of our

preprocessing algorithms are randomized, and are correct w.h.p. in

𝑛. In all our algorithms, we construct an 𝑂̃ (𝑛2)-sized oracle that

can answer any query in 𝑂 (1) time on a single processor.

Our first algorithm DSO-A with bounds shown in Theorem 1.1

implements the sequential DSO of [2] on the PRAM. This algorithm

is work-efficient for constant query cost, matching the preprocess-

ing, space and query time of the DSO in [2]. This is described in

Section 3.
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Theorem 1.1. We can construct a DSO for directed weighted
graphs on the PRAM with preprocessing cost of 𝑂̃ (𝑚𝑛) work and
𝑂̃ (𝑛1/2+𝑜 (1) ) parallel time. The constructed oracle has size 𝑂̃ (𝑛2),
and can answer any query in 𝑂 (1) work.

We present a fast algorithm DSO-B with bounds shown in The-

orem 1.2 that is work efficient for dense graphs (𝑚 = Θ(𝑛2)). The
work also matches the current best work of PRAM APSP in 𝑂̃ (1)
parallel time. This result is described in Section 4.2.1.

Theorem 1.2. We can construct a DSO for directed weighted
graphs on the PRAM with preprocessing cost of 𝑂̃ (𝑛3) work and 𝑂̃ (1)
parallel time. The constructed oracle has size 𝑂̃ (𝑛2), and can answer
any query in 𝑂 (1) work.

We use the notion of hop-limited DSOs in DSO-B, and use a

sequential technique from [8] to construct a
3

2
ℎ-hop limited DSO

given a ℎ-hop limited DSO (1 ≤ ℎ ≤ 𝑛) at the cost of increased

preprocessing. This extension, which is described in Section 4.1

consists of two steps: constructing a
3

2
ℎ-hop limited DSO with

high query time using vertex sampling (in Section 4.1.1), and then

reducing the query time to𝑂 (1) using the framework of [2] and the

PRAMAPSP algorithm of [5] (in Section 4.1.2). Using a simple 2-hop

DSO construction as a base case together with repeated application

of the parallel DSO extension procedure gives us the result.

Theorem 1.3 gives a tradeoff between work and parallel time in

algorithm DSO-C (Section 4.2.2).

Theorem 1.3. We can construct a DSO for directed weighted
graphs on the PRAM with preprocessing cost of 𝑂̃ (𝑚𝑛ℎ + (𝑛3/ℎ))
work and 𝑂̃ (ℎ) parallel time, for any 1 ≤ ℎ ≤ 𝑛. The constructed
oracle has size 𝑂̃ (𝑛2), and can answer any query in 𝑂 (1) work.

In Theorem 1.3, we can chooseℎ = 𝑜

(
min

(
𝑛2

𝑚 ,
√
𝑛

))
to obtain an

algorithm that achieves sub-

√
𝑛 parallel time with sub-𝑛3 work as

long as𝑚 = 𝑜 (𝑛2), i.e., the graph is not fully dense. Theorem 1.3 is

only meaningful for ℎ ≤ 𝑂̃ (𝑛1/2+𝑜 (1) ) due to Theorem 1.1. We use

a hop limited approach similar to Theorem 1.2, but we use a more

sophisticated base case construction that directly constructs a ℎ-

hop limited DSO with a graph sampling technique, using ideas from

a sequential DSO algorithm [9]. After the base case construction,

we repeatedly apply the DSO extension procedure (in Section 4.1).

2 Framework for Distance Sensitivity Oracle
Our PRAM algorithms for DSO use techniques from sequential DSO

algorithms [2, 4, 8, 9]. In this section, we describe a framework for

DSO construction due to Bernstein and Karger [2]. In Sections 3

and 4, we will use different implementations of this framework

along with other techniques in our PRAM algorithms. We present

our results for edge removal (this can bemodified for vertex removal

as in [2]). Recall that the sequential DSO construction of [2] has

𝑂̃ (𝑚𝑛) preprocessing time, 𝑂̃ (𝑛2) space requirement, and 𝑂 (1)
query time.

The DSO framework of [2] is described in Algorithm 1. Each

vertex is assigned a priority 𝑘 ∈ {1, 2, . . . log𝑛}, and a vertex with

priority 𝑘 is called a 𝑘-center. In each 𝑥-𝑦 shortest path, for 𝑥,𝑦 ∈ 𝑉 ,

the algorithm identifies a sequence of centers of strictly increasing

priority up to the maximum, followed by strictly decreasing priority

to𝑦. A center 𝑥 covers an edge 𝑒 , if 𝑒 is on its outgoing (or incoming)

shortest path tree, and there is no center of higher priority on the

shortest path from 𝑥 to 𝑒 . Thus, the sequence of centers partitions

the path into intervals that are covered by their endpoint centers.

By randomly sampling 𝑘-centers with probability Θ(1/2𝑘 ), a center
of priority 𝑘 only has to cover edges within 𝑂̃ (2𝑘 ) hops from it.

The algorithm precomputes distances 𝑑 (𝑥,𝑦, 𝑒) for all 𝑦 ∈ 𝑉

and edges 𝑒 ∈ 𝐸 that are covered by center 𝑥 . Furthermore, the

algorithm uses the notion of a bottleneck edge for an interval, which

is the edge in the interval that maximizes the replacement path

distance when it is removed. The following data is computed during

preprocessing, where 𝑥,𝑦 ∈ 𝑉 , 𝑒 ∈ 𝐸 and 𝑖 ∈ {1, 2, . . . 2 log𝑛} :
• 𝐶𝑅 [𝑥,𝑦, 𝑖]: first center of priority-≥ 𝑖 on 𝑥-𝑦 shortest path.

• 𝐶𝐿[𝑥,𝑦, 𝑖]: first center of priority-≥ 𝑖 on reversed 𝑦-𝑥 short-

est path (edge directions flipped).

• 𝐵𝐶𝑃 [𝑥,𝑦]: biggest center priority on 𝑥-𝑦 shortest path.

• 𝐷𝑖 [𝑥,𝑦, 𝑒]: distance 𝑑 (𝑥,𝑦, 𝑒), where 𝑥 is a center of priority

𝑖 that covers 𝑒 .

• 𝐵𝑉 [𝑥,𝑦, 𝑖]: bottleneck edge of interval 𝑖 on 𝑥-𝑦 shortest path.

• 𝐷𝐵𝑉 [𝑥,𝑦, 𝑖]: distance 𝑑 (𝑥,𝑦, 𝐵𝑉 [𝑥,𝑦, 𝑖]), for each interval 𝑖 .

This preprocessing data takes up a total of 𝑂̃ (𝑛2) space. After
preprocessing, a query can be answered by looking up𝑂 (1) values,
as shown in Algorithm 1.

Algorithm 1 Framework from [2] for DSO with 𝑂 (1) query.
Input: Directed weighted graph 𝐺 = (𝑉 , 𝐸).
1: Preprocessing Algorithm :

2: Every vertex is randomly assigned a priority 𝑘 with probability

Θ( 1

2
𝑘 ), for 𝑘 = 1, 2, . . . log𝑛.

3: For each 𝑥,𝑦 ∈ 𝑉 , 𝑖 ≤ log𝑛, compute

𝐶𝑅 [𝑥,𝑦, 𝑖],𝐶𝐿[𝑥,𝑦, 𝑖], 𝐵𝐶𝑃 [𝑥,𝑦], .
4: For each 𝑥 ∈ 𝑉 and edge 𝑒 covered by 𝑥 , for each 𝑦 ∈ 𝑉 ,

compute 𝐷𝑖 [𝑥,𝑦, 𝑒] (𝑖 = priority of 𝑥 ).

5: For each 𝑥,𝑦 ∈ 𝑉 , 𝑖 ≤ log𝑛, compute bottleneck vertex

𝐵𝑉 [𝑥,𝑦, 𝑖] using binary search and an RMQ data structure [1]

on the computed 𝐷𝑖 [𝑥,𝑦, 𝑒] values.
6: For each 𝑥,𝑦 ∈ 𝑉 , 𝑖 ≤ log𝑛, compute distance 𝐷𝐵𝑉 [𝑥,𝑦, 𝑖]

when vertex 𝐵𝑉 [𝑥,𝑦, 𝑖] is removed.

7: Query Algorithm, given query 𝑑 (𝑥,𝑦, 𝑒) :
8: Let edge 𝑒 = (𝑢, 𝑣). Let 𝑖 = 𝐵𝐶𝑃 [𝑥,𝑢], 𝑗 = 𝐵𝐶𝑃 [𝑣,𝑦].
9: Compute 𝑐𝑥 = 𝐶𝐿[𝑥,𝑦, 𝑖] and 𝑐𝑦 = 𝐶𝑅 [𝑥,𝑦, 𝑗]. ⊲ Edge 𝑒 is cov-

ered by 𝑐𝑥 and 𝑐𝑦
10: Output 𝑑 (𝑥,𝑦, 𝑒) = min{𝑑 (𝑥, 𝑐𝑥 ) + 𝐷𝑖 [𝑐𝑥 , 𝑦, 𝑒], 𝐷𝑖 [𝑥, 𝑐𝑦, 𝑣] +

𝑑 (𝑐𝑦, 𝑦), 𝐷𝐵𝑉 [𝑥,𝑦, 𝑖]}

In the next two sections, we present PRAM algorithms that use

this framework, implementing the steps using different methods.

All our algorithms finally compute the same preprocessing data

as [2], so the oracle can be stored in 𝑂̃ (𝑛2) space and can answer

a query in 𝑂 (1) work on a single processor. In Section 3 we show

how to directly implement Algorithm 1 efficiently on the PRAM,

to obtain a work-efficient preprocessing algorithm that runs is

𝑂̃ (𝑛1/2+𝑜 (1) ) parallel time. In Section 4, we use this framework

in addition to hop-limited DSO construction techniques to obtain

faster preprocessing algorithms.
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3 Work-Efficient PRAM DSO
In this section, we prove Theorem 1.1 by presenting PRAM algo-

rithm DSO-A which implements Algorithm 1. DSO-A preprocesses

the input graph in 𝑂̃ (𝑚𝑛) work and 𝑂̃ (𝑛1/2+𝑜 (1) ) parallel time. The

constructed oracle has 𝑂̃ (𝑛2) size and can answer any query in𝑂 (1)
work. This algorithm uses excluded shortest paths computations,

where given a graph 𝐺 = (𝑉 , 𝐸), set of edges 𝑃 ⊆ 𝐸 and a source

𝑥 ∈ 𝑉 , we need to compute distances 𝑑 (𝑥,𝑦, 𝑒) for all 𝑦 ∈ 𝑉 , 𝑒 ∈ 𝑃 .

If the set 𝑃 is independent, i.e., the edges are in the outgoing shortest

path tree of 𝑥 and the subtrees rooted at any pair of edges in 𝑃 are

disjoint, then we can compute all excluded shortest paths distances

using one SSSP computation [4].

Proof of Theorem 1.1. We showhowwe implement Algorithm 1

on the PRAM. The computation in line 3 is implemented using

𝑂 (𝑛 log𝑛) SSSPs as follows. For each vertex 𝑥 ∈ 𝑉 and priority

1 ≤ 𝑖 ≤ log𝑛, we can readily modify an SSSP computation from 𝑥

to compute the relevant center information 𝐶𝑅 [𝑥,𝑦, 𝑖], 𝐵𝐶𝑃 [𝑥,𝑦].
We repeat this on the reversed graph for 𝐶𝐿[𝑥,𝑦, 𝑖].

To implement line 4, note that each center 𝑥 of priority 𝑘 covers

edges within 𝑂̃ (2𝑘 ) depth in its outgoing shortest path tree w.h.p.

in 𝑛. The set of edges at a given depth 𝑗 in the outgoing shortest

path tree of 𝑥 is independent, so we use one excluded shortest paths

computation for these edges. For depths 1 ≤ 𝑗 ≤ 𝑂̃ (2𝑘 ), we use
𝑂̃ (2𝑘 ) exclude computations, and each exclude involves one SSSP

computation. Since we have 𝑂̃ (𝑛/2𝑘 ) vertices of priority 𝑘 , and

𝑂 (log𝑛) priorities, we get a total of 𝑂̃ (𝑛) SSSP computations over

all 𝑥 ∈ 𝑉 w.h.p. in 𝑛. Finding bottleneck vertices in line 5 uses a

range minimum query (RMQ) data structure, which is implemented

on the PRAM with linear work and 𝑂 (log∗ 𝑛) parallel time for

preprocessing and 𝑂 (1) work per query [1].

To implement line 6, we perform 𝑂̃ (𝑛) SSSP computations as fol-

lows. The algorithm of [2] constructs a graph with vertices (𝑥,𝑦, 𝑖)
for each interval 𝑖 on 𝑥-𝑦 shortest path for 𝑥,𝑦 ∈ 𝑉 , 𝑖 ≤ log𝑛, and

an additional vertex 𝑠 . The edges are between (𝑥,𝑦, 𝑖) to (𝑥,𝑦′, 𝑗)
with weight𝑤 (𝑦′, 𝑦) for each edge (𝑦′, 𝑦) ∈ 𝐸, and additional edges

from 𝑠 to (𝑥,𝑦, 𝑖). Then, they directly compute SSSP on this graph.

We instead construct 𝑛 graphs 𝐺𝑥 , one for each 𝑥 ∈ 𝑉 , with vertex

𝑠 and vertices (𝑥,𝑦, 𝑖),∀𝑦 ∈ 𝑉 , 𝑖 ≤ log𝑛. Since there are no edges

between different 𝐺𝑥 ,𝐺𝑦 , we can compute SSSP separately in each

𝐺𝑥 , which has 𝑂̃ (𝑛) vertices and 𝑂̃ (𝑚 + 𝑛) edges. This computes

𝐷𝐵𝑉 [𝑥,𝑦, 𝑖] as the shortest distance from 𝑠 to vertex (𝑥,𝑦, 𝑖) in 𝐺𝑥 .

In total, we perform 𝑂̃ (𝑛) SSSP computations, which takes a total

of 𝑂̃ (𝑚𝑛) work and 𝑂̃ (𝑛1/2+𝑜 (1) ) time using the PRAM algorithm

of [3]. Line 5 takes 𝑂̃ (𝑛2) work and 𝑂̃ (1) time, and other lines

take 𝑂 (𝑛) work. The correctness of our algorithm readily follows

from the correctness of [2], and the oracle has the same 𝑂̃ (𝑛2) size
as the construction of [2]. The query algorithm is the same as in

Algorithm 1, which takes 𝑂 (1) work per query. □

4 Faster PRAM DSO for Dense Graphs
In this section, we present PRAM algorithms that can beat the

𝑂̃ (𝑛1/2+𝑜 (1) ) parallel time of the preprocessing algorithm presented

in Section 3. Our method constructs a series of hop limited DSOs

in order to ultimately obtain a complete DSO. We first describe the

hop limited DSO constructions, and then show how we use it in

our algorithms.

4.1 Hop-limited DSO
Let 𝑑ℎ (𝑥,𝑦, 𝑒), for any 1 ≤ ℎ ≤ 𝑛, denote the minimum weight

path among all 𝑥-𝑦 paths of at most ℎ edges not containing edge 𝑒 .

In an ℎ-hop limited DSO we needed to preprocess an input graph

𝐺 = (𝑉 , 𝐸) to answer queries 𝑑ℎ (𝑥,𝑦, 𝑒) for any 𝑥,𝑦 ∈ 𝑉 , 𝑒 ∈ 𝐸.

Note that an 𝑛-DSO is simply a complete DSO. In this section, we

describe a two-step DSO extension procedure to construct
3

2
ℎ-hop

limited DSO from an ℎ-hop limited DSO, adapting a sequential

technique of Ren [8].

Lemma 4.1. Let 1 ≤ ℎ ≤ 𝑛. Given anℎ-hop DSOwith preprocessing
cost 𝑃𝑤 work and 𝑃𝑡 parallel time (𝑃𝑡 ≤ 𝑛) which answers a query in
𝑂̃ (1) work, we can construct a 3

2
ℎ-hop DSO with preprocessing cost

𝑃𝑤 + 𝑂̃ (𝑚𝑛 + (𝑛3/ℎ) + (𝑛/𝑃𝑡 )3) work and 𝑃𝑡 + 𝑂̃ (1) parallel time,
which can answer any query in 𝑂 (1) work.

Proof. The two-step procedure is as follows: The first step,

proven in Lemma 4.2 of Section 4.1.1, constructs a
3

2
ℎ-hop DSO

with preprocessing cost of 𝑃𝑤 +𝑂 (𝑛) and 𝑃𝑡 +𝑂 (1) parallel time

and cost per query of 𝑂̃ (𝑛/ℎ) work and 𝑂̃ (1) parallel time.

The second step, proven in Lemma 4.3 of Section 4.1.2, reduces

the query cost to𝑂 (1) work. We construct a
3

2
ℎ-hop DSOwith𝑂 (1)

work per query and preprocessing cost of 𝑃𝑤 + 𝑂̃ (𝑚𝑛 + (𝑛3/ℎ) +
(𝑛/𝑃𝑡 )3) work and 𝑃𝑡 + 𝑂̃ (1) time. □

4.1.1 Extended hop DSO with high query time. Assume that we are

given a ℎ-hop limited DSO with 𝑂 (1) query time. The following

observation is from [8]: Let 𝑠 be a vertex on a
3

2
ℎ-hop replacement

path from 𝑢 to 𝑣 such that 𝑠 is at most ℎ-hops from both 𝑢 and 𝑣

along this path. Then, 𝑑 3

2
ℎ (𝑢, 𝑣, 𝑒) = 𝑑ℎ (𝑢, 𝑠, 𝑒) + 𝑑ℎ (𝑠, 𝑣, 𝑒), as the

two subpaths 𝑢-𝑠 and 𝑠-𝑣 have distances 𝑑ℎ (𝑢, 𝑠, 𝑒) and 𝑑ℎ (𝑠, 𝑣, 𝑒)
respectively. We use this result in the following lemma.

Lemma 4.2. Given an ℎ-hop DSO with 𝑃𝑤 work and 𝑃𝑡 parallel
time for preprocessing and 𝑂̃ (1) work for query, we can construct a
3

2
ℎ-hop DSO with preprocessing cost 𝑃𝑤 +𝑂 (𝑛) work and 𝑃𝑡 +𝑂 (1)

time, which answers a query in 𝑂̃ (𝑛/ℎ) work and 𝑂̃ (1) time.

Proof. Sample each vertex into a set 𝑆 with probabilityΘ(log𝑛/ℎ)
so that any path of length

ℎ
2
is hit by a sampled vertex w.h.p in 𝑛.

Note that |𝑆 | = 𝑂̃ (𝑛/ℎ) w.h.p. in 𝑛. To answer a query, we compute

𝑑 3

2
ℎ (𝑢, 𝑣, 𝑒) = min𝑠∈𝑆 𝑑ℎ (𝑢, 𝑠, 𝑒) + 𝑑ℎ (𝑠, 𝑣, 𝑒). This is correct w.h.p.

in 𝑛: The path with distance 𝑑ℎ (𝑢, 𝑠, 𝑒) + 𝑑ℎ (𝑠, 𝑣, 𝑒) is a valid 𝑢-𝑣

path not containing 𝑒 for any 𝑠 ∈ 𝑉 . Consider the subpath of the

3

2
ℎ-hop replacement path containing vertices within ℎ hops of both

𝑢 and 𝑣 . This segment has length of at least
ℎ
2
and therefore has a

sampled vertex 𝑠 ∈ 𝑆 w.h.p. in 𝑛. This 𝑠 gives us the correct distance

𝑑 3

2
ℎ (𝑢, 𝑣, 𝑒) by the above observation.

The preprocessing algorithm of the
3

2
ℎ-hop DSO is to first sample

and store 𝑆 , which takes𝑂 (𝑛) work and𝑂 (1) time. Then, we run the

preprocessing algorithm of the inputℎ-hop DSO. A query computes

the minimum over 𝑂 ( |𝑆 |) = 𝑂̃ (𝑛/ℎ) ℎ-hop distances, which are

computed using queries to the ℎ-hop DSO. This takes 𝑂̃ (𝑛/ℎ) work
and 𝑂̃ (1) time per

3

2
ℎ-hop query. □
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4.1.2 Reducing to𝑂 (1) query time. Now, we convert a given ℎ-hop
DSO with high query time into an ℎ-hop DSO with 𝑂 (1) query
time using additional preprocessing by implementing Algorithm 1.

Lemma 4.3. Given an ℎ-hop DSO with 𝑃𝑤 work and 𝑃𝑡 parallel
time for preprocessing and 𝑞 work and 𝑂̃ (1) time for query, we can
construct a 3

2
ℎ-hop DSO with 𝑃𝑤 + 𝑂̃ (𝑚𝑛 + 𝑛2 · 𝑞 + (𝑛/𝑃𝑡 )3) work

and 𝑃𝑡 + 𝑂̃ (1) time for preprocessing and 𝑂 (1) work for query.

Proof. We show how we implement each preprocessing step of

Algorithm 1, after which we can use the query algorithm described

there. Line 5 is implemented in 𝑂̃ (𝑛2) work and 𝑂̃ (1) time as in

Section 3. Lines 3,4,6 are implemented differently, as follows.

Line 3: To compute 𝐶𝑅,𝐶𝐿 and 𝐵𝐶𝑃 values for each interval on

the shortest path between each vertex pair 𝑥,𝑦 ∈ 𝑉 , for a fixed 𝑖 ,

we do a modified APSP. To compute 𝐶𝑅 [𝑥,𝑦, 𝑖], we track the first

center of priority ≥ 𝑖 in addition to 𝑑 (𝑥,𝑦). When combining dis-

tances during APSP, we also update the𝐶𝑅 value. This modification

is readily done to the PRAM APSP algorithm in [5]. The values

𝐶𝐿, 𝐵𝐶𝑃 are computed in a similar way. For 1 ≤ 𝑖 ≤ log𝑛, we per-

form 𝑂 (log𝑛) APSP computations which takes 𝑂̃ (𝑚𝑛 + (𝑛/𝑃𝑡 )3)
work and parallel time 𝑃𝑡 using the algorithm of [5].

Lines 4,6: These lines require computing ℎ-hop replacement

distances, for which we use queries to the input ℎ-hop DSO with 𝑞

work per query. We run the preprocessing algorithm of the given

DSO, in parallel to line 3. Then, in line 4, we compute distance

𝑑 (𝑥,𝑦, 𝑒) for each edge 𝑒 on the 𝑥-𝑦 shortest path that is covered

by center 𝑥 . The number of such distances for a fixed vertex 𝑦

is ≤ 2𝑛 as each edge is covered by the endpoint centers of the

interval containing it. This is a total of𝑂 (𝑛2) distances for all𝑦 ∈ 𝑉 .

Line 6 thus computes 𝑂̃ (𝑛2) distances. So, we have an additional

preprocessing cost of 𝑂̃ (𝑛2𝑞) work and 𝑂̃ (1) time. □

4.2 Faster DSO constructions for Dense Graphs
4.2.1 Preprocessing algorithm for DSO in 𝑂̃ (𝑛3) work and 𝑂̃ (1) time.
In this section, we present algorithm DSO-B that takes 𝑂̃ (𝑛3) work
and 𝑂̃ (1) parallel time to construct an oracle of size 𝑂̃ (𝑛2), that
can answer a query in𝑂 (1) time. We first construct a 2-hop limited

DSO with high query time and apply Lemma 4.3 to obtain a 2-hop

DSO with 𝑂 (1) query time. Then, we repeatedly apply Lemma 4.1

for 𝑂 (log𝑛) steps until we obtain a 𝑛-hop DSO – which is just a

complete DSO.

Base Case:Our base DSO is a 2-hop limited DSO,with a query cost

of 𝑂 (𝑛) work, and 𝑂̃ (1) parallel time. This needs no preprocessing,

as 𝑑2 (𝑥,𝑦, 𝑒) = min𝑠∈𝑉 𝑤 (𝑥, 𝑠) + 𝑤 (𝑠,𝑦), where the minimum is

over 𝑠 ∈ 𝑉 such that (𝑥, 𝑠), (𝑠,𝑦) ∈ 𝐸 and 𝑒 ≠ (𝑥, 𝑠), (𝑠,𝑦). We

now apply Lemma 4.3 to reduce this query time, with parameters

𝑃𝑡 = 𝑂̃ (1), 𝑞 = 𝑛, to obtain a 2-hop DSO with preprocessing cost of

𝑂̃ (𝑛3) work and 𝑂̃ (1) parallel time and 𝑂 (1) work query.

Obtaining complete DSO: We apply Lemma 4.1 with 𝑃𝑤 = 𝑂̃ (𝑛3)
and 𝑃𝑡 = 𝑂̃ (1). We repeat this procedure 𝑂 (log𝑛) times until we

obtain a 𝑛-hop DSO with 𝑂 (1) query. Over all 𝑂 (log𝑛) steps, we
get a total of 𝑂̃ (𝑛3) work and 𝑂̃ (1) parallel time.

Note that the final query is just looking up 𝑂 (1) values precom-

puted by the 𝑛-hop DSO. Thus, we only maintain preprocessed

data for the 𝑛-hop DSO, which has size 𝑂̃ (𝑛2), and the intermediate

DSOs can be discarded.

4.2.2 DSO with improved work-time tradeoff. In this section, we

present algorithm DSO-C that performs 𝑂̃ (𝑚𝑛ℎ + (𝑛3/ℎ)) work
and 𝑂̃ (ℎ) parallel time for preprocessing, for any 2 ≤ ℎ ≤ 𝑛, to

construct an oracle of size 𝑂̃ (𝑛2) that answers a query in𝑂 (1) work.
Our preprocessing algorithm follows a scheme similar to DSO-B in

the previous section, but uses a different base case.

Base Case:We present a method to construct anℎ-hop DSO using

a sequential graph sampling method of [9]. We sample 𝑂̃ (ℎ) graphs
𝐺𝑖 by removing every edge with probability (1/ℎ), independently
at random. In [9], it is proven that for any path P of ℎ hops not

containing edge 𝑒 , w.h.p. in 𝑛, there is at least one graph 𝐺𝑖 that

includes all edges of P but not 𝑒 . Additionally for a specific edge 𝑒 ,

w.h.p. in 𝑛, there are only 𝑂 (log𝑛) graphs 𝐺𝑖 that do not contain

𝑒 . If 𝑑𝑖 (𝑥,𝑦) is the shortest path distance in 𝐺𝑖 , then 𝑑 (𝑥,𝑦, 𝑒) =

min𝑖:𝑒∉𝐺𝑖
𝑑𝑖 (𝑥,𝑦), w.h.p. in 𝑛.

To construct an ℎ-hop DSO, we sample 𝑂̃ (ℎ) graphs as described
above and then compute ℎ-hop limited APSP distances in each

sampled graph𝐺𝑖 . We compute ℎ-hop SSSP from each vertex of 𝐺𝑖

in 𝑂̃ (𝑚𝑛) work and 𝑂̃ (ℎ) parallel time using an 𝑂̃ (𝑚)-work 𝑂̃ (ℎ)-
time hop-limited shortest path algorithm (Lemma 5.3 of [3]). We

also store the identities of the set of graphs𝐺𝑖 that do not contain

𝑒 , for each edge 𝑒 ∈ 𝐸. Thus, after preprocessing, we can answer

a query in 𝑂 (log𝑛) time using the precomputed 𝑑𝑖 (𝑥,𝑦) distances.
Since we have 𝑂̃ (ℎ) graphs, we obtain a DSO with preprocessing

cost of 𝑂̃ (𝑚𝑛ℎ) work and 𝑂̃ (ℎ) parallel time, with 𝑂̃ (1) work query.
Obtaining complete DSO: Similar to DSO-B, we repeatedly apply

Lemma 4.1 𝑂 (log𝑛) times to construct an 𝑛-hop DSO from an ℎ-

hop DSO. We use parameters 𝑃𝑤 = 𝑂̃ (𝑚𝑛ℎ) and 𝑃𝑡 = 𝑂̃ (ℎ). In an

extension step where we construct a
3

2
𝑘-hop DSO from a 𝑘-hop

DSO for some 𝑘 ≥ ℎ, we incur an additional preprocessing cost of

𝑂̃ ( 𝑛3

𝑘
+ 𝑛3

𝑘3
) = 𝑂̃ ( 𝑛3

ℎ
) work and 𝑂̃ (ℎ) parallel time. Adding up the

costs for 𝑂 (log𝑛) steps, preprocessing cost is 𝑂̃ (𝑚𝑛ℎ + 𝑛3

ℎ
) work

and 𝑂̃ (ℎ) parallel time. We only store preprocessing data for the

final 𝑛-DSO, so the oracle has size 𝑂̃ (𝑛2).

5 Conclusion and Open Problems
We have presented the first non-trivial PRAM algorithms for DSO

under single edge failure: We constructed a work-efficient algo-

rithm for dense graphs with 𝑂̃ (𝑛3) work and 𝑂̃ (1) parallel time,

matching APSP. We also presented a work-efficient algorithm for

sparse graphs with preprocessing work 𝑂̃ (𝑚𝑛) matching sequen-

tial DSO [2] but with parallel time 𝑂̃ (𝑛1/2+𝑜 (1) ). While we have

presented a work-time tradeoff algorithm that can achieve sub-

√
𝑛

parallel time, it is not work-efficient. An open problem is whether

there is a work-efficient DSO preprocessing algorithm with 𝑂̃ (𝑚𝑛)
work and 𝑂̃ (𝑛1/3) parallel time, matching the current best work-

efficient PRAM algorithm for APSP [5]. A larger open problem is

whether we can reduce the parallel time beyond 𝑛1/3 for both APSP

and DSO, while maintaining 𝑂̃ (𝑚𝑛) work.
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