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Motivation and Main Problem

● Supervised learning has been successful through 

many areas except policy learning.

● Emerging large-scale dataset for task demonstration
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Existing Large-scale demonstration dataset
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Suboptimality

Fumbling the can
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Suboptimality

Failed Sideways Grasp
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Diversity

Straight Top-Down Grasp
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Diversity

Tilt and Grab
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Problem Setting

● MDP with absorbing goal states

● Task instantiation

● Maximize expected return

● Goal-Reaching Trajectories 
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Context / Related Work / Limitations of Prior Work

● Imitation Learning
○ pros: reduce exploration cost

○ cons: task-specific, small scale

● Behavioral Cloning (BC)

● Batch-Constrained Q-Learning (BCQ)
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Proposed Approach: Goal learning + Goal proposals
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Proposed Approach: suboptimal demonstration

● Low-level controller learns short action sequences

● Goal generation chooses the most significant task goals
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Proposed Approach: Diverse demonstration
● Low-level controller learns future goal observations at small temporal scale and produces unimodal 

action sequences as a result

● Goal generation proposes reachable goals from the current state, which induces diversity

● Decouples the problem into unimodal sequence learning and trajectory rollouts, achieving selective 

imitation.
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Proposed Approach: Off-policy
● Learning only in-distribution data

○ Goal generation proposes according to training data observations

○ Goal controller imitates training data sequences

● Goal selection avoids extrapolation error within the value learning part

○ Q-network is only queried on state-action pairs within the distribution
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Proposed Approach: Inference
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Experimental Setup
● Graph Reach

○ 2D Navigation, 5x5 grid

○ sampled random paths, demonstration of playing along the path

● Robosuite List

○ grasp and lift

○ demonstration of different approaches

● RoboTurk Can Pick and Place

○ pick and place

○ 225 fastest demonstrations, significant suboptimality and diversity
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Experimental Results: Piecewise policy attains 
global integrity 
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Experimental Results: Piecewise policy attains 
global integrity 
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Empirical Analysis: Ablate Goal Proposal
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Empirical Analysis: Data efficiency
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Empirical Analysis: Pixel Input
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Limitations 
● Poor domain adaptation by construction

● Applicable only to fully observable systems (requires system states as supervision

● Reduced to hierarchical RL in some sense
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Future Work for Paper / Reading

● Domain Adaptation

● Generalize to larger-scale learning from weaker demonstrations, raw 

data in the wild, etc

● Extract stronger primitives (semantical/physical/hierarchical/etc) instead 

of vague goal proposals
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Summary
● Supervised learning for policy learning

● Suboptimality, diversity

● BC/BCQ suffers from poor extrapolation and separating suboptimality

● IRIS: Goal proposal + short trajectory policy

● IRIS attains global integrity, data-efficiency, rollout diversity

● Suffers from poor generalizability


