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Motivation: Imitation Learning
● Motivation: The agent needs to learn a policy whose resulting states, action trajectory distribution 

matches the expert’s trajectory distribution

Challenges: dependent actions and states
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Imitation Learning: Background
What to Learn?
1. Direct Feedback from humans: Using the human feedbacks in different states as labels to train the 

model; Need to address the issue of action interdependence; (This paper)
2. Learn a reward function: Try to infer the latent rewards/goals of the teacher(inverse RL)

Who is the teacher?
1. Human (This paper)
2. Optimal Controller
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Imitation learning as supervised learning
● Learn from the data:  Let the agent’s policy 𝜋$ learn from human’s policy 𝜋∗

Basic version: Behavior Cloning, directly learn from human data 𝒟&∗ = { 𝑜' , 𝑢'}, 1 ≤ 𝑡 ≤ 𝑁

Assumptions: actions & trajectories are i.i.d

Issue: 
1. Accumulating error
2. Data distribution mismatch
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Dagger as a solution
Dagger steps

1. Train 𝜋$' (𝑢'|𝑜') from human data 
𝒟&∗ = {𝑜!, 𝑢!, … , 𝑜( , 𝑢(}

2. Run 𝛽'𝜋∗ + (1 − 𝛽')𝜋$
' (𝑢'|𝑜') to 

get a dataset 𝒟& = {𝑜!, … , 𝑜)}

3. Human provides labels {𝑢!, … , 𝑢)}

4. 𝒟&∗ ← 𝒟&∗ ∪ 𝒟&

5. Repeat the above steps
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Dagger’s problem

1. The switch between human and robot may cause disability and the behavior of human may be 

influenced;

2. Tricky to control the parameter 𝛽' ;

3. Robot decides when to ask for human demonstration;

4. Safety issue: Executing an imperfect policy will cause accidents in real world experiments;
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Ensemble Dagger
Motivation: To find a good indicator to decide if the agent should ask for human demonstration

Methods: Use an ensemble of neural networks trained from the data to represent the policy, add a gate 

function to decide the involvement of human demo

Gate function: if | 𝑢$ − u∗ | ≥ 𝜏̂, or 𝜎*" ≥ >𝜎, we ask for human demo 

Environment

Agent: 𝜋!

Expert: 𝜋∗
Gate Function

Remaining problem: How to find a good threshold?
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HG-Dagger Algorithm

Motivation: Give human more control over the sampling and demonstration process

Environment

Agent: 𝜋!

Expert: 𝜋∗

Human 
Decision

Gate Function HG-Dagger steps
1. Train 𝜋$' (𝑢'|𝑜') from human data 

𝒟&∗
+ = {𝑜!, 𝑢!, … , 𝑜( , 𝑢(}

2. Run 𝜋$' (𝑢'|𝑜') ;If human decides to 
take control, then record state and 
control into 𝒟&' = {𝑜!' , 𝑢!' …}

3. 𝒟&∗
',! ← 𝒟&∗

' ∪ 𝒟&'

4. Repeat the above steps
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HG-Dagger Algorithm

Motivation: To better analyze the algorithm, the concept “policy Confidence” is adopted

Ensemble of Neural Networks: The agent/novice’s policy is described by an ensemble of neural networks

Definition of doubt: 𝑑( 𝑜' = | 𝑑𝑖𝑎𝑔 𝐶' |"

Safe Threshold: 𝜏 = !
-./(ℐ)/4

∑'5+.78(( (ℐ 𝑡 ) , ℐ[𝑡] includes the doubt level when human interrupts. This 

means this paper chooses the threshold according to the later stage demonstrations
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Experimental Setup

General setting: Teach an agent to drive along a two-lane single direction road with static cars present as 

obstacles

Inputs to agent: distance from median, orientation, speed, distance to edge of current lane, distance to 

nearest obstacle

Actions: wheel steering angle, vehicle speed  

Metric: road departure time and collision rate
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Experimental Setup

Training data: 

Initialization: 10,000 (states, action) pairs

Additional Demonstration: 2,000 demonstrations

Baseline models:

Model 1: Behavior Cloning

Model 2: Dagger, (𝛽' = 0.85')

Experiment details

Real-world experiment: Human steer wheel to take control

Simulation: Bicycle model

𝑥̇ = 𝑣 cos 𝜃
𝑦̇ = 𝑣 sin 𝜃
𝜃̇ = 𝑣 tan 𝛿 /𝐿

𝛿̇ = 𝑢

Bicycle Model
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Experimental Results: Simulation

Interesting phenomenon: Dagger deteriorate in later 
epochs;

Analysis: smaller beta, larger algorithm control; caused 
by imperfections/mismatch between train and test data 
distribution



CS391R: Robot Learning (Fall 2021) 13

Experimental Results: Simulation

Z𝒫 = {𝑥'|𝑑( 𝒪 𝑥' ≤ 𝜏}, Z𝒫9 is the complement of Z𝒫

We construct another set S

The initializations are uniformly sampled from Z𝒫 ∩ 𝑆 and Z𝒫9 ∩ 𝑆
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Experimental Results: Real-World

Bhattacharyya distance:
𝐷: 𝑝, 𝑞 = − ln 𝐵𝐶 𝑝, 𝑞 , 𝐵𝐶 𝑝, 𝑞 = ∑; 𝑝 𝑥 𝑞(𝑥)

Compare the steering angle distribution according to
Bhattacharyya distance 
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Experimental Results: Real-World

The heat map to valid the selection of confidence 
threshold.  Heat map is drawn according to binary 
classification with different confidence threshold

Quantitative analysis of the binary classification 
performance. Free space -- Z𝒫 ; Occupied Space --
Z𝒫9
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Experiment Conclusions
1. HG-Dagger outperforms Dagger in both simulation and real-world experiments in terms of collision rate 

and out-of-road rate 

2. The confidence threshold derived from human judgement is shown to be reasonable

3. Dagger is shown to have poor performance in later stages

Open Issues
1. Comparison with other methods are in lack

2. Large scale real-world experiments to verify performance

3. Not really safe when testing: no human interruption in test, only interruption in training
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Future Directions

1. Connect the doubt-based risk metric with execution risk

2. Use doubt-based metric as a gating function to switch between different sub-policies 
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Summary

1. Introduced the imitation learning problem;

2. Went through the Dagger algorithm and list the existing problems of Dagger;

3. Introduced HG-Dagger algorithm in detail;

4. Analyzed the Experiment results of HG-Dagger;

5. Analyzed the open issues and possible future directions in safe imitation learning;


