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RL is a very powerful tool…
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…But allowing an agent to explore the environment 
can be dangerous.
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…But allowing an agent to explore the environment 
can be dangerous.
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Can we learn a good policy directly from an offline 
dataset without having to explore the environment 

further? 
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Off policy reinforcement 
learning

Offline reinforcement 
learning
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Insights:
1. The behavior policy used by off-policy algorithms are still very close to the 

target policy.
2. Learning with a truly off-policy behavior policy is hard. Even in the concurrent 

experiment, where both agents are trained with the same dataset, there is a 
large gap in performance in every single trial.
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Extrapolation Error
● Unseen state-action pairs are erroneously estimated to have unrealistic 

values.
● Our dataset contains (s,a,s’) triplets. In order to update the value of Q(s,a), we 

backup the value for Q(s’,*) but this requires knowing the action at s’ which 
may be different between the target and behaviour policies.
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Why does extrapolation error occur?

● Absent data
a. If any state-action pair (s, a) is unavailable, then error is introduced. The estimated Q(s’,a’) 

may be arbitrarily bad.

● Model Bias
b. For stochastic MDPs, the expectation is with respect to transitions in the batch not the entire 

MDP. 

● Training Mismatch
c. If the distribution of data in the batch does not correspond with the distribution under the 

current policy, the value function may be a poor estimate of actions selected by the current 
policy, due to the mismatch in training.

!=
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● A policy is batch-constrained if for all (s, a) where µ_π(s) > 0 and π(a|s) > 0 
then (s, a) ∈ B

● A batch B is coherent if for all (s, a, s’) ∈ B then s’ ∈ B unless s’ is a 
terminal state

Key results:
- In a deterministic MDP, the extrapolation error is 0 if and only if we have a 

batch constrained policy and a coherent batch.
- In a deterministic MDP with some mild convergence assumptions on the 

learning rate and sampling, and with a coherent batch, we can learn a Q 
function that induces an optimal batch-constrained policy,

Theoretical Claims
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In practice, how can we reduce extrapolation error? 
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In practice, how can we reduce extrapolation error? 

Batch-Constrained deep Q-learning (BCQ): For a given state, BCQ generates 
plausible candidate actions with high similarity to the batch, and then selects the 
highest valued action through a learned Q-network.

The key idea here is that want to 
1) Minimizing the distance of selected actions to the data in the batch.
2) Lead to states where familiar data can be observed.
3) Maximize the value function
 
by constraining the actions that we look at when maximizing the value function to 
be close to the actions in our dataset.
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In practice, how can we reduce extrapolation error? 

Intuition for action selection 
1. Learn a generative model that takes in the current state and, when sampled 

from, outputs an action that is most likely to appear in the batch given the 
current state. 

2. Sample n actions from this generative model. These will be our candidate 
actions to take. 

3. Perturb these actions, which enables access to actions in a constrained 
region, without having to sample from the generative model a prohibitive 
number of times.

4. Choose the action with the highest estimated Q-value.
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In practice, how can we reduce extrapolation error? 

perturbation model outputs action in range

generative model
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In practice, how can we reduce extrapolation error? 

perturbation model outputs action in range

The choice of n and Φ creates a trade-off between an imitation learning 
and reinforcement learning algorithm!

● If Φ = 0, and the number of sampled actions n = 1, then the policy 
resembles behavioral cloning 

● If Φ → a_max − a_min and n → ∞, then the algorithm approaches 
Q-learning, as the policy begins to greedily maximize the value 
function over the entire action space.
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In practice, how can we reduce extrapolation error? 

Intuition: we plug the action selection method into a Q-learning algorithm 
and we are done!
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Generative model is initialized as a 
conditional VAE
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We are going to initialize 4 Q networks 
as well; 2 for learning and 2 for targets
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We are going to initialize 4 Q networks 
as well; 2 for learning and 2 for targets

Why?

We could estimates the value by taking 
the minimum between two Q-networks. 
Instead, this work takes a convex 
combination of the two values (with a 
higher weight on the minimum).
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We are going to initialize 4 Q networks 
as well; 2 for learning and 2 for targets

Why?

…And having the additional 2 target 
networks, which are updated 
periodically, improves training stability. 
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Update generative model
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Sample and perturb candidate actions
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Update value function
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Update perturbation model to maximize 
Q-function



CS391R: Robot Learning (Fall 2023) 25

Update target networks
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Results
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Results
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Discussion of Results

● Theoretically:

○ In deterministic MDPs with a coherent batch and some mild assumptions, 

BCQL is guaranteed to induce an optimal batch constrained policy. If the 

batch is coherent this policy will have an extrapolation error of 0.

● Empirically:

○ In deterministic MDPs with continuous states/actions, BCQ matches or 

outperforms the behavior policy in every environment and dataset.

○ BCQ exhibits a highly stable value function in each task.
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Open Questions/Limitations

● If I have a dataset of optimal or near-optimal demonstrations and I want to 
use BCQ to learn a policy offline, is it beneficial to add sub-optimal data to this 
dataset?

● When is it better to use imitation learning algorithms versus offline batch RL 
algorithms? Can offline batch RL algorithms replace imitation learning 
algorithms, getting rid of assumptions about the optimality of the given 
dataset?

● How can we address “model bias” in off-policy RL without having prohibitively 
large replay buffers?
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Related Work
● Batch Reinforcement Learning

○ All prior work in the offline setting either makes no guarantees on the quality of the policy 
without infinite data, or come without convergence guarantees.

○ Reinforcement learning with a replay buffer can be considered a form of batch reinforcement 
learning but as shown does not perform well in the truly off-policy setting. 

● Imitation Learning
○ Imitation learning algorithms have successfully been applied to deep RL tasks, but are 

inadequate for batch RL.
○ They require either an explicit distinction between expert and non-expert data, further 

on-policy data collection, or access to an oracle

● Uncertainty in Reinforcement Learning
○ This work connects to policy methods with conservative updates such as trust region methods 

(i.e. TRPO) which aim to keep the updated policy similar to the previous policy. BCQ aims to 
learn a policy that is close, in output space, to any combination of the previous policies which 
performed data collection.
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1273-1286.

● Yu, Tianhe, et al. "Mopo: Model-based offline policy optimization." Advances in Neural 
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Summary
● Motivation:

○ RL algorithms require exploration to learn, but this can be dangerous or costly in the real 
world.

● Problem
○ Can we learn a good policy directly from an offline dataset without having to explore the 

environment further? 
● Key contributions

○ Empirical evidence that SOTA off-policy RL algorithms fail to learn good policies when the 
behavior policy is truly off-policy.

○ Formal definitions for extrapolation error and the conditions which give rise to it.
○ BCQ: a modified q-learning algorithm for learning a policy that constrains its actions to be near 

those in the given dataset. 
○ Empirical evidence that BCQ matches or outperforms the behavioral policy in a wide range of 

continuous control tasks. 
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Some theoretical grounding…lets create a new MDP

(original MDP) (new MDP with different transition dynamics)

where N(s,a,s’) is the the number of 
times the tuple (s, a, s’) is observed in 
the current batch
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Formalizing extrapolation error (definitions)


