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Motivation and Main Problem

Human feedback: interventions, preferences, rankings, scalar-valued feedback, and human gaze
Training Data

Human experience Demonstration
\
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Imitation Learning

Human-in-the-loop Learning [Source: Neda Navidi et al ]
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Motivation and Main Problem

Scientific hypotheses: Policy learning benefits when human interventions inform:
+** When the human lacks trust in the robot
/

*%* Where the risk-sensitive task states are

** How to traverse these status

Challenges:

+** How can we effectively and efficiently use the mixed-quality of data from human-robot
collaborations for policy updates, especially when this data might be diverse and sub-optimal?

+** How can we ensure the robot learns from positive behaviors (like human demonstrations) and

reinforces them, while avoiding the replication of mistakes that could result in failures?
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Problem Setting

Teleoperation Interface
(6-DoF SpaceMouse)

Human-Robot Collaborative Manipulation System

o . % When the human lacks trust in the robot % Position: x-y-z
Implicit Knowledge in Operational ] ] .
. % Where are the risk-sensitive task states + Orientation yaw-pitch-roll
Human-Robot Collaboration Space ]
% How to traverse these states % Gripper: open-close command {1., -1.}
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Human-in-the-loop Learning and Deployment Framework

Problem Setting

Problem Formulation: Monitoring & Tr(se) Deployment
Teleoperation H\°t Environment
M = (S7A7 R)P7p077) L/ o ;
S Control
Intervention-based Learning Framework: @;
Binary indicator function of human interventions
Autonomous Data
w(- | s¢) = Iu(se)mu (- | se) + (1 — In(se))mr(- | st) &l
Implicit human policy Robot policy Memory
Storage
Learning Objective:
(obtain high-performance robot policy) Next Training
Policy Samples

< Maximize EWR [Efio ’}/t’r (St, ag, St—{—l)] @)

% Minimize & [IH (St)] (reduce human workload over time)
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Related Work

+** Human-in-the-loop Learning: Human interventions have been incorporated in imitation learning or
deep reinforcement learning; however, these method fail to incorporate human control feed back in

deployment into the learning loop
¢ Shared Autonomy: The existing literature focuses on efficient collaborative control from human intent
prediction; however, they do not attempt to learn from human intervention feedback and there is no

policy improvement

¢ Learning from Offline Data: Imitation learning and offline reinforcement learning can be used to learn

from fixed robot datasets. The weighted behavior objective is used to learn the policy.
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Proposed Approach: SIRIUS

Robot Deployment The robot performs task executions with human monitoring

Policy Update The system improves the policy with the deployment data for the next round of task execution

+* Collect a small number of human demonstrations

DO — {Tj} T = {3t7 e, T, Ct} ¢; = demo e Robot Deployment
. R . . . Demonstration Deploy my Deploy my Deploy m, Deploy m_1

+» Train an initial policy using BC and deploy it — * —
1 \ ® # | 2

N . . O O O O

s Collect a new dataset of trajectories robot i / / /
D = {7} T = {st> At Tty ct} Ct = { Nt Train m, Train m, Train 3 Train 7,

intv :

< Append this new data to the existing memory buffer Pelicyteaaie

Dl « DOUD How to manage memory buffer? Warm-up Round 1 Round 2 Round 3 Round K
Time

% Train a new policy on this new dataset and deploy it NG e ko e bl il ol TR 5652 s b ot Secabll

2 How to learn from mixed-quality date?
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Proposed Approach: Reweighting Scheme for BC

Classical BC Weighted BC
BC Objective:  9* =argmax E [logmy(a | )] 6* =argmax E [w(s,a)logme(a] s)]
0 (s,a)~D 0 (s,a)~D
= argmax [E E log mg(a | s Weighting Function
Intuition: 0 P(c) (s,a)~D. | (als)

+ We should upweight the state-action pairs of human intervention samples (1)

+ The samples before human intervention are less desirable and of low quality (])

) s A b S i _ Unweighted Weighted
Original Distribution After Re\ivelghtmg Trajectories Samples Samples
P(c) = n./N P*(c) Segment of Length (s,a) (s,a,w(s,a))
 Human p <A A . 5
Demonstrations E = 15 o © 5 — ®
- e o ) P
Robot Actions PRI VITEE . ;o St S
................ 4 ‘\OO !

© Interventions %@ ,’o’o\\ " Weighting |

© Pre-Interventions % Function ==
: o® ® o w(s,a)
e @ oo | 0
*(preintv) = Human Deployment ° .
Weighting Function w(s, a, c) = pP* (c)/P(c) P*(demo) = P(demo) Demonstrations ~ Data ° . ® T

P*(robot)
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Proposed Approach: Memory Management

Research Question: How do we absorb the most useful data and preserve more valuable information for learning?

© Human Demonstrations Robot Actions © Interventions © Pre-Interventions
1 0 / . _
D'« D"UD original dataset Memory Management samples for training
FIFO
Assumption: Fixed-Size (First-In-First-Out)
Memory Buffer FILO Dataset
Majority is robot (First-In-Last-Out) smaller
iy aetion date T i " Important and
Storage (Least-Frequently-Intervened) P
- useful samples
(Most-Frequently-Intervened) are prioritized
Uniform
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Proposed Approach: Overall Workflow

Algorithm 1 Human-in-the-loop Learning at Deployment

Notations > deployment thread
L: memory buffer maximum fixed size function DEPLOYMENT(my, D)
X: maximum deployment rounds Collect rollout episodes 74, ..., 7k ~ pr,(7)
M: number of initial human demonstration trajectories Dt «DU{m,..., Tk}
K: number of rollout episodes in each deployment round if [D*| > L then
b: batch size Discard trajectories in DT s.t. |[DV| < L
n: number of gradient steps in each learning round with a memory management strategy (in [IV-C) Memory Management
«: policy learning rate return D+t
> warmstart phase > learning thread
C(())Ilect{M human (;emonstrations Tlyeoey TM function LEARNING (D)
D%« {r1,...,™m PR, ; Initialize
Initialize BC policy =¥: Obtain Initial Policy for each clgss ¢ do N
0* = arg maxg E(; 4)~po [10871'(19(‘1 | 5)] D. + {(s,a,d)eD | =¢}
P(c) + |D.|/ID|
> initial deployment data Obtain P*(c) (see IV-D)
D' < DEPLOYMENT(n?, D°) for n gradient steps do ~ Reweighting Scheme
: Sample mini-batch (si,ai,ci)?zl ~D
fz rd:’:l_o ylmt;";;eg;m"g loop Robot Deployment Compute w(s’, a’, ') .%(8%1 for the mini-batch
Run in parallel: Lr(0) = -3, [w(s,at,¢) -logmp(a® | s7)]
D+l DEPLOYMENT(x?, DY) l‘etlfm(_’lre — aVeLr(0)
nf , < LEARNING(D?) Policy Update ¢
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Implementation Details: Policy Architecture

Robot policy: BC-CNN

Workspace gz .-
Image

ResNet-18 Spatial
Encoder Softmax

Motor
Action
Eye-in-hand — J;d

Image i

ResNet-18 Spatial
Encoder Softmax

INLS
|
NIND

Proprioceptive g
State
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Experimental Setup

Robot hardware: Franka Emika Panda robot arm equipped with a parallel jaw gripper

Simulation platform: robosuite simulator

K/ K/ K/
000 000 000

Human interface device: spacemouse

K/
000

Tasks: Long-horizon and contact-rich manipulation tasks

Nut Assembly Tool Hang Gear Insertion (Real) Coffee Pod Packing (Real)

<

I
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Experimental Results: Quantitative Evaluations

Baselines:
** Intervention Weighted Regression (IWR) — SOTA human-in-the-loop learning method for manipulation
’0

+* Behavioral Cloning with a policy network that's a RNN (BC-RNN) — SOTA Imitation learning algorithm
** Offline RL algorithm Implicit Q-Learning (1QL)

Success Rate of Autonomous Policy

Loy EREE NeTs e

100 Nut Assembly Tool Hang 100 100 Coffee Pod Packing (Real)
80 80 e 80 T
Q
£ 60 2 £ 60 2 60
i (4 o @
2 2 2 g
§ 40 § 2 40 8 40
—— A o o /
a ¥ Ty "~ —+— Ours A - @ —»— Ours 7 v/ —s— Ours
20 —— MR 20 —— MR 20 —— MR 20 y —— MR
—-#— BC-RNN on Ours ~-#- BC-RNN on Ours # BC-RNN on Ours % BC-RNN on Ours
—4- QL on Ours --+- QL on Ours ¢ IQLon Ours 4 1QLon Ours
0 0 0 0
0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
Rounds Rounds Rounds Rounds

Note: Human-robot team achieves a reliable task success of 100%
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Experimental Results: Ablation Studies

Intervention Ratio Weight

Human P*(c)
Demonstrations
Robot Actions
@ Interventions
© Pre-Interventions
— Nut Assembly
<80 Y
870 e .
& -
p 60 '
9 50~ oz
o
(/3) 0 1 1 | 1 1
0.09 0.3 05 06 0.72
(min) (Ours) (max)
P*(intv)
Tool Hang
£ *
270 | 4t
X 60 LI}
)
%] ¢
820
&)
03) O 1 1 1 1 1 1
0.07 0.2 0.3 0.5 0.70.79
(min) (Ours) (max)

P*(intv)
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Weight Function Design

P*(intv) = l
P*(preintv) =0
(preinty) w(s,a,c) = P*(c)/P(c)
P*(demo) = P(demo)
P*(robot) — Nut Assembly
90
ss0 X
2 79
3 B W
o NN
=}
0
o Sirius  remove remove remove
demo intv preintv
class class class
—_ Tool Hang
S ¢
QL
©
o 60 {
§4o;;5 H T Th/;
S | [ [ |
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demo intv preintv
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Memory Management Strategies
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Experimental Results: Human Workload Reduction
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Task Execution at Deployment

Robot SESESEENNNNNNNNENENNNNNNNNNNNNENENENENENREREREREREEREREES
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Action )
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Critiques and Open Issues

*%* Policy Retraining and Computation Challenges

>

*%* Behavior Cloning and Negative Reinforcement

L)

>

*%* Task-Specific Policy Networks vs. Lifelong Learning

L)

>

*%* Success Rate of Autonomous Policy

L)

>

*%* Integration of End-to-End and Hierarchical Approaches
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Extended Readings

Human-in-the-Loop Imitation Learning using Remote Teleoperation

Human-In-The-Loop Task and Motion Planning for Imitation Learning

Should | use Offline RL or Imitation Learning as the backbone for Human-in-the-loop Autonomy?
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https://arxiv.org/abs/2012.06733
https://openreview.net/pdf?id=G_FEL3OkiR
https://bair.berkeley.edu/blog/2022/04/25/rl-or-bc/

Summary

Scientific hypotheses: Human interventions inform when the human lacks trust in the robot, where the

risk-sensitive task states are, and how to traverse these status
Key insights:

¢ Introduce SIRIUS, a framework for human-in-the-loop robot manipulation and learning at deployment
+»* Develop an intervention-based weighted BC method for effectively using deployment data

+* Design a practical system that trains and deploys new model continuously under memory constraints
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Thank you!
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