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Abstract

This paper presents an application of vision-based
monitoring of long-term care facility residents. We de-
velop an algorithm to detect events of interest, partic-
ularly falls by elderly residents. The algorithm uses
a max-margin latent variable approach with spatio-
temporal locations of the person in the video as latent
variables. The recently developed Action Bank descrip-
tor is utilized as a rich feature representation for each
frame. Empirical results demonstrate the effectiveness
of this method.

1 Introduction

In this paper we present an algorithm for action
recognition in surveillance videos. We focus on an
application in monitoring residents in long-term care
facilities – detecting actions, particularly falls by resi-
dents.

There are myriad potential uses for a robust system
for such monitoring. Among them is developing inter-
ventions to reduce the number and serverity of falls by
long-term care facility residents. A video-based system
that automatically detects falls should allow for more
prompt medical response from care providers. Further-
more, such a system could provide objective data on
the causes and circumstances of falls, which are cur-
rently lacking [9]. If objective data on the frequencies
of different types of fall events can be gathered, inter-
vention strategies can be prioritized, and cost-benefit
analyses can be conducted.

Action recognition in real-world surveillance video is
a challenging problem. Modeling the spatio-temporal
location of the person in the video builds a figure-
centric representation that focuses recognition on the
action of the person, and can be robust to cluttered
scenes and variablility in person position. In this pa-
per we develop a latent variable framework that en-
codes this information. Rather than running a process-
ing pipeline that includes generic human detection and
tracking, we treat the location of the human perform-
ing the action as a latent variable, and infer its location
automatically. We do not require a human detector to
initialize the inference process, and utilize a state-of-
the-art template based action representation, Action
Bank [10] to describe regions of video. We demonstrate
empirically that this approach is effective.

2 Previous Work

Vision-based action recognition is an active area of
research. Weinland et al. [12] provide a comprehensive
recent survey. Below, we briefly review recent work.
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Figure 1. An overview of the proposed model.
We train our model on weakly labeled video data
with an action label for each clip. Given a new
video, we use the model to localize and recognize
an action in the video. Faces blurred for privacy.

Hidden Markov models (HMMs) have been widely
used in action recognition, from early work [13]
through to recent latent sequence models [11]. Our
work uses a discriminative HMM-like structure which
includes the position of the person as a latent variable.

A variety of methods have been developed for action
recognition that utilize a detection and tracking frame-
work that is followed by subsequent action classifica-
tion. Choi and Savarese [3] developed a novel variant
of this approach, jointly tracking and performing ac-
tion recognition for groups of people together. Huang
et al. [6] also treat tracking as latent variable for ac-
tion recognition, though of individuals, and starts from
individual tracklets. Both of these works leverage hu-
man detections and are applied to scenes with limited
variability in human pose.

Lan et al. [8] develop a method for latent localization
of action in more diverse videos (UCF-Sports), using
a low-threshold human detection to guide inference.
Bilen et al. [2] localize actions as latent sub-volumes
in videos, using a bag-of-words representation. Yao
et al. [14] devise a hough transform voting scheme for
action recognition that does not require explicit detec-
tion a priori. Amer et al. [1] develop a framework for
multi-scale analysis of human activities in an AND-OR
graph formalism. A bottom-up cost sensitive inference
procedure is used to detect low-level actions.

The method we develop follows in the spirit of la-
tent localization methods [8, 2], though uses a more
descriptive feature representation and more flexible la-
tent variable structure that does not require a priori
human detection.



3 Latent Spatio-temporal Model

In this paper, we propose a discriminative la-
tent spatio-temporal model for action localization and
recognition in surveillance video. We start by introduc-
ing our representation for videos, then give a detailed
mathematical formulation of our model.

Intuitively, a complex action can be decomposed into
a sequence of simpler atomic actions. For instance, a
falling action can be divided into three states including
losing balance, descending and lying down. There are
strong temporal correlations between pairs of states,
e.g. losing balance should happen before descending
which is followed by lying down. We use a HMM-
like representation to capture such intuition, where the
temporal links between different states is encoded in a
chain structure.

In order to perform action localization, we introduce
a latent variable for each temporal segment of a video.
The latent variable encodes where in space-time an ac-
tion is occuring. In practice, the transitions from one
state to another are constrained by a distance thresh-
old enforcing that the spatio-temporal volumes on the
action of interest should change smoothly over time.

3.1 Video Representation

We define two parameters in our model, a tempo-
ral parameter T and a spatial parameter S, for each
dataset. We uniformly divide each video into T tempo-
ral segments. We further split each temporal segment
into S spatial regions. Hence, a video sequence is par-
titioned into T × S spatio-temporal volumes. We use
the recently proposed Action Bank descriptor [10] to
represent each spatio-temporal volume. Action Bank
is a high-level video representation for action recogni-
tion. It contains a collection of 205 individual action
detectors, and the standard descriptor contains a con-
catenation of volumetric max-pooled detection volume
features from each detector.
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Figure 2. Illustration of our model. I denotes
the input video. Ii denotes the i-th temporal
segment. hi denotes the spatial location of the
discriminative latent sub-volume in Ii. y is the
action label of the video I.

3.2 Model Formulation

An action label y ∈ Y is assigned to each video,
where Y is the domain of action labels. Each train-
ing video I is divided into T temporal segments, I =
(I1, I2, . . . , IT ), where Ii denotes the i-th temporal seg-
ment of the video. Each segment Ii is further split

into S equal-sized spatio-temporal volumes, denoted
as Ri = {ri1, ri2, . . . , riS}, where rij denotes the j-
th spatio-temporal volume in the i-th segment. We
use φ(Ii; rij) to represent the Action Bank features ex-
tracted from the spatio-temporal volume rij .

We encode the latent spatial location of the person
in the video as a vector h = (h1, h2, . . . , hT ), where
hi ∈ Ri denotes the spatio-temporal volume containing
the person performing the action in the i-th temporal
segment. The feature vector for the entire video Φ(I;h)
is defined as the concatenation of φ(Ii;hi), 1 ≤ i ≤ T .
In our model, h is treated as latent variables to be
inferred simultaneously with action recognition.

We encode temporal smoothness into our model by
setting a distance threshold D to the transitions be-
tween adjacent states hi and hi+1. The distance is
measured by the Euclidean distance from the centre
of the i-th spatio-temporal volume to the i+1-th vol-
ume. Transitions can only be made between temporal
segments closer than the threshold D. This constraint
reduces the domain H of all possible latent variables.
A graphical illustration of our model is shown in Fig. 2.

A training example is represented as a tuple {I, y},
where I is video itself and y is the action label assigned
to the video. Inspired by the latent SVM [15, 5], we
use the discriminative scoring function fω(I) to model
the dependencies among the variables, where ω is a
model parameter to be optimized:

fω(I) = max
h

ω>Φ(I;h) = max
h

T∑
i=1

ω>i φ(Ii;hi) (1)

The model parameters ω are simply the concatena-
tion of the parameters for all temporal segments, i.e.
ω = (ω1, ω2, . . . , ωT ), where wi is the model parameter
for temporal segment Ii. ω

>
i φ(Ii;hi) can be interpreted

as a score for the action of interest at spatio-temporal
volume hi.

4 Learning and Inference

In this section, we describe how to infer the action
label given a video instance (Sec. 4.1) and how to learn
the model parameters from the training set (Sec. 4.2).
We perform binary classification in our experiments,
i.e. Y = {+1,−1}.

4.1 Inference

For each temporal segment Ii, the potential func-
tion ω>i φ(Ii;hi) measures the compatibility between
the action label y ∈ Y and the spatio-temporal vol-
ume hi ∈ Ri in this temporal segment. The global
scoring function ω>Φ(I;h) measures the compatibility
between the action label y and the whole video data.
Given a test video I and the model parameters ω, the
inference problem is the maximization of the scoring
function fω(I) in Eq. (1) over all the possible latent
variables h ∈ H.

Our latent structure is a temporal chain with the
latent variables corresponding to the spatio-temporal
volumes containing the person. Hence, the inference
problem is essentially finding the maximum over all
possible state sequences in a HMM, which is efficiently
solved by the Viterbi algorithm in O(T × S2) time.



4.2 Learning

Given a set of N positive samples {Ii}Ni=1 and M neg-

ative samples {Ij}N+M
j=N+1, we want to learn the model

parameter ω that tends to correctly predict the action
label y and localize the person performing the action
for a new test video I.

We adopt the latent SVM framework [15, 5] for pa-
rameter learning, and consider the following optimiza-
tion problem:

P(ω∗) = min
ω,ξ

1

2
‖ω‖2 + C1

∑
i

ξi + C2

∑
j

ξj (2a)

s.t. ω>Φ(Ii;hi) ≥ 1− ξi, ξi ≥ 0 (2b)

− ω>Φ(Ij ;h) ≥ 1− ξj , ξj ≥ 0 (2c)

∀i ∈ {1, 2, . . . , N} (2d)

∀j ∈ {N + 1, . . . , N +M} (2e)

where {ξi} and {ξj} are the slack variables for han-
dling misclassification of difficult or noisy samples. The
learning algorithm alternates between inferring h and
optimizing ω. For the negative samples, we and select
the most violated constraint over all possible vectors
h = (h1, h2, . . . , hT ) (Eq. (2c)). Similarly, we use the
Viterbi algorithm to find the optimal value efficiently.

We use the non-convex bundle method [4] to solve
Eq. (2). The algorithm iteratively builds an increas-
ingly accurate piecewise quadratic approximation to
the objective function based on bundle methods and
cutting planes. Detailed explanations are omitted due
to space constraints.

5 Experiments

We collected a dataset of real-world video footage to
evaluate the performance of our model. This dataset
comes from hundreds of hours of surveillance video
data collected from long-term care facilities. Typical
actions in this dataset include walking, bending, stand-
ing and falling. We selected the two most common
actions, falling and walking, for evaluation. If a video
contains a falling person, it is labeled as fall, other-
wise non-fall. Similarly, if a video contains a walking
person, it is labelled as walk, otherwise non-walk. We
use 123 short clips containing 40 fall actions, 47 walk
actions and 36 other actions. Each clip has 120 frames
with frame size 320 × 240 pixels. We perform binary
classification for fall versus non-fall and walk versus
non-walk.

Our work on action localization and recognition is
directly inspired by the potential application of fall
detection and analysis in nursing home surveillance
videos. Our clinician collaborators are studying the
primary causes of real-life falls in high-risk environ-
ments, e.g. nursing homes, in order to design preven-
tative strategies. Generally, non-fall video data are un-
interesting for the purpose of fall analysis. Our model
can be adopted to sift through these data to find po-
tential instances of falls.

We divide each video clip into 3 temporal segments
(T = 3), and each segment consists of 40 frames. We
set the spatial parameter S = 24, which means there
are 24 regions in one temporal segment; each region
has size 120 × 120 pixels. We set C1 = C2 = 10 in

Eq. (2) for all the experiments. We set the distance
threshold D = 170 for fall actions and D = 340 for
walk actions. The proposed model is compared with
three baselines in the experiments:

1. Holistic HOG3D: The first baseline is a stan-
dard SVM classifier on a histogram of k-means
quantized HOG3D descriptors [7] extracted by
dense sampling from the entire video volume. We
use a 3,000 word codebook in the experiments.

2. Holistic Action Bank: The second baseline is
a standard SVM classifier on the Action Bank de-
scriptor computed for the entire video volume.

3. Latent localization: The third baseline is in the
same framework of our proposed model. The only
difference is that we set the temporal parameter
T = 1 – a single latent variable h to represents the
discriminative region containing the person per-
forming the action.

5.1 Experimental Results

We summarize the comparison of our model and the
baselines in Table 1. We can see that our model sig-
nificantly outperforms the baseline methods. The first
two baselines use a standard SVM framework without
introducing latent variables. The third baseline is in
the framework of our proposed model but without con-
sidering temporal variation.

Action Method Accuracy

holistic HOG3D 65.00%
holistic Action Bank 67.50%

fall latent localization 82.50%
our model 87.50%

holistic HOG3D 63.04%
holistic Action Bank 71.74%

walk latent localization 82.61%
our model 86.96%

Table 1. Comparison of action classification accu-
racies of different methods on the Nursing Home
Dataset. We tested these methods with two ac-
tion labels fall and walk.

We visualize the action localization results with dis-
criminative regions (latent variables h) for fall and
walk actions in Fig. 5.

We can see the effectiveness of introducing latent lo-
calization into our framework. Evidence for this is pro-
vided by the performance improvement over the base-
line methods. This indicates the latent localization of
the person performing the action is helpful for learning
discriminative model parameters. In addition, tempo-
ral links based on the HMM-like structure improve the
performance for recognizing complex actions. The im-
provement is larger for fall actions, which likely contain
greater variation over time.

Typical misclassified examples for fall actions in-
clude bending and sitting actions, e.g. people who
quickly bend down to pick up trash are predicted as
fall in the test videos. These actions share similari-
ties with fall actions. Misclassified examples for walk
actions include people walking in directions that lack
sufficient examples in the training data.



Figure 3. (Best viewed in color) Visualization of action localization results for fall and walk actions. The
bounding boxes are the discriminative regions (or equivalently latent variables h). One frame is retrieved
from each temporal segment. The first two rows show correct examples, which are correctly predicted by our
models but not by the baselines. The third row shows incorrect examples. Left shows fall label on a person
who sits down. Right shows video with label walk on a person who moves a chair. Faces blurred for privacy.

6 Conclusion

We presented a discriminative latent spatio-
temporal model for action localization and recognition.
The proposed model does not require human detection
to initialize the inference process, and uses a rich Ac-
tion Bank feature representation. We develop a latent
variable framework, which treats spatio-temporal lo-
cations of the person as latent variables. Our exper-
imental results demonstrate that our proposed model
significantly outperforms baseline methods, and shows
promise for automatic detection of fall events in real-
world care facility videos.
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