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Abstract

Robots and autonomous systems have been playing a significant role in the modern economy.

Custom-built robots have remarkably improved productivity, operational safety, and product qual-

ity. However, these robots are usually programmed for specific tasks in narrow domains, unable to

quickly adapt to new tasks and novel situations. The advent of affordable, lightweight, and flexible

robot hardware has opened up opportunities for scaling up robot autonomy to an unprecedented

level. A major challenge for the new robot hardware to operate in everyday settings is to handle the

constant variability and uncertainty of the real world. To tackle this challenge, we have to address

the synergy between perception and action: on the one hand, the robot’s perception guides its action

adaptively, and on the other hand, its action gives rise to new perceptual information for decision

making. I argue that a vital step towards a general-purpose robot autonomy is to integrate perception

and action in a tight loop.

Emerging computational tools in artificial intelligence have demonstrated promising successes

and constitute ideal candidates to enhance robots’ perception and control in unstructured environ-

ments. The embodied nature of robotics compels us to move beyond the existing paradigm of learn-

ing from disembodied datasets and inspires us to develop novel algorithms that take into account

the physical hardware and the complex system dynamics.

This dissertation demonstrates our research that builds methods and mechanisms for general-

izable robot perception and control. Our work illustrates that the tight coupling of perception and

action facilitates robots to interact with the unstructured world through their senses, to flexibly per-

form a wide range of tasks, and to adaptively learn new tasks. Our findings show that dissecting

the perception-action loop at three levels of abstraction, from the low-level motor skills to high-

level task understanding, effectively prompts the robustness and generalization of robot behaviors.

Laying out our research work that attends to tasks with growing complexity unfolds our roadmap

towards the holy-grail goal: building long-term, general-purpose robot autonomy in the real world.
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Chapter 1

Introduction

1.1 Background

From hoes to looms, humans have innovated all sorts of tools and machines to reduce physical labor

and manual work. Since the dawn of the Industrial Revolution, scientists and engineers have begun

to develop in earnest autonomous machines, i.e., robots, that can carry out tasks with minimum hu-

man supervision. To date, custom-built robots have remarkably improved productivity, operational

safety, and product quality. However, their applications are limited to narrow domains. Building

general-purpose robots that are capable of performing day-to-day tasks in the real world will bring

about a new form of automation that augments humans’ physical and cognitive abilities.

In recent years, tremendous progress has been made in building affordable, lightweight, and

flexible robot hardware. The advent of new hardware platforms has opened up opportunities for

scaling up robot autonomy to an unprecedented level. To empower the new robot hardware to op-

erate in everyday settings, people have resorted to artificial intelligence for principles and methods.

A major challenge for robots to become commonplace in our homes, schools, and offices, is to deal

with the constant variability and uncertainty of unstructured environments. The vast diversity of ob-

jects and scenes, the lack of perfect knowledge about the surroundings, and unpredictable dynamics

all aggravate the difficulty of robotic perception and control in practice. To tackle this challenge, it

is essential to address the synergic relationship between perception and action that is ubiquitously

seen in real-world robotic systems (see Figure 1.1). On one hand, the robot’s perception guides its

action adaptively, and on the other hand, its action gives rise to new perceptual information for deci-

sion making. Therefore, I argue that a vital step towards general-purpose robot autonomy is to close

the perception-action loop, where sensing and control are coherently and seamlessly integrated.

1
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Figure 1.1: The ubiquitous presence of the perception-action loop in real-world robotic systems.
Image credits from left to right: [207], [140], and [21].

Recent advances in artificial intelligence have created a set of new tools for perception and

control. We have witnessed tremendous progress in computer vision and machine learning in the

past few years. Data-driven models, such as deep neural networks [135], fueled by large-scale

datasets [203] have elevated standardized visual recognition performances, such as image classifi-

cation [91, 222, 128] and object detection [77, 90, 196], to the human level. Deep reinforcement

learning methods have mastered ATARI video games [161] and defeated the human world champion

of Go [219]. These emerging computational tools demonstrate promising successes and constitute

ideal candidates to enhance robots’ perception and control in unstructured environments. However,

robotics, as an impactful arena for machine learning and computer vision, presents a set of unique

and pressing technical challenges. The interactive nature of robotics compels us to move beyond

the existing paradigm of learning from disembodied datasets and to develop novel algorithms that

take into account the embodiment of the physical hardware and the complex system dynamics.

This dissertation demonstrates our research that builds methods and mechanisms for generaliz-

able robot perception and control. We leverage machine learning and computer vision techniques

to develop new algorithms for robotic manipulation and navigation. Our work illustrates that the

tight coupling of perception and action facilitates robots to interact with the unstructured world

through their senses, to flexibly perform a wide range of tasks, and to adaptively learn new tasks.

Our findings show that dissecting the perception-action loop at different levels of abstraction, from

the low-level motor skills to high-level task understanding, effectively prompts the robustness and

generalization of robot behaviors. Specifically, this dissertation examines three complementary

questions at increasing levels of abstraction:

• How can robots learn motor skills from raw sensory data?

• How can robots reuse knowledge from past experience to effectively learn new tasks?
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Table 1.1: High-Level Summary of Dissertation Structure

Chapters Perception
Modality

Action
Abstraction

Learning
Algorithm

Part I:
Primitive Skills 2, 3 real-world

sensory data
joint

torque
reinforcement, imitation,
self-supervised learning

Part II:
Sequential Tasks 4, 5 interactive visual

environment
high-level
command transfer learning

Part III:
Hierarchical Tasks 6, 7 unstructured

video data
task

structure meta-learning

• How can visual data supply knowledge for robots to perform complex tasks?

To address these questions, our work draws on theories and methods from machine learning,

computer vision, and robotics, along with inspiration from cognitive science and psychology. Lay-

ing out our research work that attends to tasks with growing complexity unfolds our roadmap to-

wards the holy-grail goal: building long-term, general-purpose robot autonomy in the real world.

1.2 Thesis Outline

This dissertation is structured into three main parts, in response to the three questions above. Each

part consists of two chapters. Part I focuses on learning primitive skills from raw sensory data.

Chapter 2 and Chapter 3 introduce two types of methods to learn dexterous manipulation behav-

iors from raw sensory information. Once we have learned a diverse set of primitive skills, Part II

investigates how to sequentially compose them to perform sequential tasks in interactive environ-

ments. To evaluate sequential tasks in a richer and more realistic setting, Chapter 4 introduces a new

simulated platform that we designed for visual learning of embodied agents. With this platform as

testbed, Chapter 5 discusses a transfer learning algorithm that shares knowledge across tasks for

faster learning of new tasks. Finally, Part III moves on to complex hierarchical tasks, where simple
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sequential composition is inefficacious. We propose to exploit the task compositionality to reduce

the problem size and to extract such task structures from video data. Chapter 6 and Chapter 7 cover

two meta-learning models that learn the latent compositional structures of these complex tasks from

video demonstrations. The ordering of these parts reflects a progression of abstraction and a grow-

ing task complexity. Table 1.1 offers a high-level summary of the dissertation structure, including

the perception modality, action abstraction, and core machine learning techniques used in each part

of this dissertation. We expand our discussion of each part in greater detail as follows.

1.2.1 Learning primitive skills from raw sensory data

Primitive motor skills [101, 180, 183], such as grasping, reaching, pushing, constitute the funda-

mental building blocks for more sophisticated robot behaviors. The unstructured world demands a

robot to develop these primitive skills to act upon its senses. A central challenge here is to build

good representations of the world from raw sensory data, based on which basic motor skills can be

learned. Our research investigates how to use deep neural networks to learn robust representations

from high-dimensional perceptual inputs. In computer vision, it has been shown that deep neural

networks can learn good representations for visual recognition from disembodied datasets [203].

However, the physical embodiment of robots requires the representations to be informative about

their interactions in the environments. Our work demonstrates that robust representations of raw

sensory data can be learned through a robot’s own experience in the physical world [57, 136, 272].

3D motion controller

Collecting
demonstrations

physics engine

Training in
simulation

real environment

Running on
real robot

Figure 1.2: Learning motor skills with reinforce-
ment and imitation learning [272]

In this part, we highlight two lines of work

that leverage different learning mechanisms to

build robust representations for robot control.

Chapter 2 describes our work in combining re-

inforcement learning and imitation learning for

end-to-end visuomotor learning [272] (see Fig-

ure 1.2). The algorithm, built upon the ideas of

adversarial learning [95] and curriculum learn-

ing, can learn complex skills from raw pixels

with the aid of a handful of human demonstra-

tions. We show that it can effectively learn action-informed representations for sensorimotor skills,

and the visuomotor policies learned in physical simulation can be successfully deployed to real

hardware. Inspired by this result, we develop RoboTurk [154, 155], a cloud-based crowdsourcing
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platform to collect teleoperated demonstrations from remote workers, and Surreal [56], an open-

source framework for distributed deep reinforcement learning.

Chapter 2 centers around visual perception as the primary sensory modality. An intelligent robot

should eventually interact with the environments through a combination of multimodal senses, in-

cluding vision, touch, sound, etc. Rather than end-to-end learning from perception to control, Chap-

ter 3 explores an alternative learning paradigm to build multimodal representations. We introduce a

self-supervised algorithm that enables a robot to learn a compact representation of haptic and visual

feedback without manual labelling [136]. We demonstrate the effectiveness of these representations

in contact-rich manipulation tasks such as high-precision assembly.

1.2.2 Reusing past experience for fast learning

Primitive motor skills, learned by the former methods, provide a large repertoire of building blocks

for composing sophisticated robot behaviors. Practical tasks often include a collection of primitive

skills. For example, a task of making salad would involve a sequence of lower-level skills, such as

cutting vegetables, washing bowls, placing dressings, tossing ingredients, etc. We thus study how

to perform these sequential tasks by composing the primitive skills one-by-one.

A significant challenge stems from the large space of possible tasks, making it intractable to

learn every instance of new tasks from scratch. We draw upon intuition of human learning, where

prior experience from similar tasks leads to faster adaptation of new tasks [53, 133, 185]. It inspires

us to develop transfer learning algorithms that share knowledge from tasks to similar ones.

push

open

Figure 1.3: Example interactions in simulated
environments of AI2-THOR [271]

Transfer learning has been widely studied in

various machine learning contexts [176]. It has

been a common practice in visual recognition to

warm-start the training of new models with pre-

trained parameters [100, 265]. In contrast, our work

focuses on transfer learning between goal-directed

policies of sequential tasks. Prior work on policy

transfer has focused on simplistic domains and lim-

ited pool of tasks [13, 178, 204, 235]. To study

this problem in a broader and more realistic setup,

we developed AI2-THOR, a 3D simulated platform

that integrates a physical engine with a photorealistic graphics renderer (see Figure 1.3). This plat-

form enables a virtual robot to move and to interact with objects in hundreds of indoor scenes,
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making it an ideal testbed with a large number of tasks.

Chapter 4 starts with an overview of the AI2-THOR platform [122]. We also talk about our

work on target-driven visual navigation [271] using this platform. Our key insight is to achieve

generalization and fast adaptation through a special parameterization of the navigation policies. It

allows the majority of model parameters to be shared across different navigation targets, different

scenes, and from simulation to reality.

Once the robots learn how to navigate and manipulate, we draw our attention to the high-level

task planning problem while abstracting away the underlying motor control. We examine the task of

visual semantic planning [268] in Chapter 5. Our goal is to learn goal-directed policies that produce

a sequence of high-level commands given a task (e.g., search for the key and put it on the tabletop),

where the task goal is specified by a reward function. The core technique is a transfer learning

model that decouples the environment dynamics from the task embeddings via a linear factorization

of the reward function. This decoupling makes it possible to quickly synthesize policies for new

tasks from trained policies of related tasks.

1.2.3 Learning complex tasks from visual data

Figure 1.4: Modeling complex tasks with compositional
structures [260]

Finally, we investigate high-level, long-

horizon tasks that require a prolonged

interaction with the environment, e.g.,

“preparing dinner” or “driving to San

Francisco”. Our key observation is that

such tasks usually follow a latent com-

positional structure, where the entire

task can be hierarchically decomposed

into simpler and shorter subtasks for

divide-and-conquer. For these hierar-

chical tasks, the sequential composition

of primitive skills is no longer tractable due to the exponential growth of possible combinations.

Therefore, we need to level up the abstraction and reduce the problem size.

Part III of this dissertation is dedicated to our work in compositional task learning. Visual data,

such as instruction videos, provide a vast amount of accessible yet untapped resources for learning

complex real-world tasks. We inquire into how to extract the compositional task structures from

video demonstrations. We cast it as a meta-learning problem, where the goal is to perform one-shot
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visual imitation, i.e., learning to perform a novel task from a single video demonstration of the task.

Prior work on one-shot imitation learning has modeled demonstrations as a flat sequence [52]. In

contrast, we develop algorithms that capture the compositional structures of complex tasks.

Chapter 6 introduces Neural Task Programming (NTP) [260], where we use neural program

induction to parse a visual demonstration into an intermediate task representation in the form of

latent hierarchical programs (see Figure 1.4). From these compositional task representations, a

closed-loop policy can be constructed for robots to perform the demonstrated task. NTP has shown

promising results in learning novel tasks. In comparison to baselines without the compositional

modeling, NTP achieves substantially better generalization performances with a smaller amount of

training data. Nonetheless, NTP has used generic neural network modules, i.e., black-box models

where the inner workings are opaque. It compels us to consider the follow-up question: can we use

more explicit task representations as the inductive bias to better capture the task structures?

Chapter 7 introduces Neural Task Graphs (NTG) [99], where we propose to use conjugate task

graphs as the intermediate task representations inside the neural network modules. We show that by

explicitly incorporating compositionality as the inductive bias inside the end-to-end deep networks,

NTG achieves stronger generalization than black-box NTP models.

1.3 Other Doctoral Research Work

This dissertation is primarily based on my doctoral research published in the last three years of

my Ph.D. study. A substantial amount of the earlier years, has dedicated to a variety of visual

perception problems towards a deeper understanding of the unstructured world. These works can be

roughly categorized into three parallel themes: 1) structured scene and activity understanding [126,

134, 249, 261], 2) joint reasoning about vision and language modalities [126, 269, 270], and 3)

knowledge-based visual reasoning [267, 273].

My experience working on a variety of robotics problems has convinced me that perception is

fundamentally a weak link in the perception-action loop — the lion’s share of complexity in many

practical problems in robotics has deeply rooted from the inadequate perception capabilities. Thus,

my earlier works in visual perception have honed my research intuitions and paved the ground for

me to work on the perception-action loop in the later stage of my Ph.D.



Chapter 2

Reinforcement and Imitation Learning

2.1 Introduction

Recent advances in deep reinforcement learning (RL) have performed very well in several chal-

lenging domains such as video games [161] and Go [219]. For robotics, RL in combination with

powerful function approximators such as neural networks provides a general framework for design-

ing sophisticated controllers that would be hard to handcraft otherwise. Reinforcement learning

methods have a long history in robotics control but have typically been used with low-dimensional

movement representations [45, 119]. The last few years have seen a growing number of successful

demonstrations of deep RL for robotic manipulation using model-based (e.g. [140, 142, 262]) and

model-free techniques (e.g. [32, 80, 190]), both in simulation and on real hardware. Nevertheless,

end-to-end learning of visuomotor controllers for long-horizon and multi-stage manipulation tasks

using model-free RL techniques remains a challenging problem.

Developing RL agents for robotics requires overcoming several significant challenges. Policies

for robotics must transform multi-modal and partial observations from noisy sensors, such as cam-

eras, into coordinated activity of many degrees of freedom. At the same time, realistic tasks often

come with contact-rich dynamics and vary along multiple dimensions (visual appearance, position,

shapes, etc.), posing significant generalization challenges. Model-based methods can have difficul-

ties handling such complex dynamics and large variations. Directly training model-free methods

on real robotics hardware can be daunting due to the high sample complexity. The difficulty of

real-world RL training is compounded by safety considerations as well as the difficulty of accessing

information about the state of the environment (e.g., the position of an object) to define a reward

function. Finally, even in simulation when perfect state information and large amounts of training

8
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3D motion controller

Collecting
demonstrations

physics engine

Training in
simulation

real environment

Running on
real robot

Figure 2.1: Our proposal of a principled robot learning pipeline. We used 3D motion controllers
to collect human demonstrations of a task. Our reinforcement and imitation learning model lever-
aged these demonstrations to facilitate learning in a simulated physical engine. We then performed
sim2real transfer to deploy the learned visuomotor policy to a real robot.

data are available, exploration can be a significant challenge, especially for on-policy methods. This

is partly due to the often high-dimensional and continuous action space, but also due to the difficulty

of designing suitable reward functions.

In this chapter, we present a model-free deep RL method that can solve a variety of robotic

manipulation tasks directly from pixel input. Our key insights are 1) to reduce the difficulty of

exploration in continuous domains by leveraging a handful of human demonstrations; 2) to leverage

several new techniques that exploit privileged and task-specific information during training only

which can accelerate and stabilize the learning of visuomotor policies in multi-stage tasks; and

3) to improve generalization by increasing the diversity of the training conditions. As a result,

the policies work well under significant variations of system dynamics, object appearances, task

lengths, etc. Furthermore, we demonstrate promising preliminary results for two tasks, where the

policies trained in simulation achieve zero-shot transfer to a real robot.

We evaluate our method on six manipulation tasks, including stacking, pouring, etc. The set of

tasks includes multi-stage and long-horizon tasks, and they require full 9-DoF joint velocity control

directly from pixels. The controllers need to be able to handle significant shape and appearance

variations.

To address these challenges, our method combines imitation learning with reinforcement learn-

ing into a unified training framework. Our approach utilizes demonstration data in two ways: first,

it uses a hybrid reward that combines the task reward with an imitation reward based on Genera-

tive Adversarial Imitation Learning [95]. This aids with exploration while still allowing the final
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controller to outperform the human demonstrator on the task. Second, it uses demonstration trajec-

tories to construct a curriculum of states along which to initialize the episodes during training. This

enables the agent to learn about later stages of the task earlier in training, facilitating the solving of

long tasks. As a result, our approach solves all six tasks, which neither the reinforcement learning

nor imitation learning baselines can solve alone.

To sidestep the constraints of training on real hardware we embrace the sim2real paradigm

which has recently shown promising results [103, 204, 236]. Through the use of a physics engine

and high-throughput RL algorithms, we can simulate parallel copies of a robot arm to perform mil-

lions of complex physical interactions in a contact-rich environment while eliminating the practical

concerns of robot safety and system reset. Furthermore, we can, during training, exploit privileged

and task-specific information about the true system state with several new techniques, including

learning policy and value in separate modalities, an object-centric GAIL discriminator, and aux-

iliary tasks for visual modules. These techniques stabilize and speed up policy learning, without

imposing any constraints on the system at test time.

Finally, we diversify training conditions such as visual appearance, object geometry, and system

dynamics. This improves both generalization with respect to different task conditions as well as

transfer from simulation to reality.

We use the same model and the same algorithm with only small task-specific modifications

of the training setup to learn visuomotor controllers for six diverse robot arm manipulation tasks.

As illustrated in Figure 2.1 this instantiates a visuomotor learning pipeline going from collecting

human demonstration to learning in simulation, and back to real-world deployment via sim2real

policy transfer.

2.2 Related work

Reinforcement learning methods have been extensively used with low-dimensional policy represen-

tations such as movement primitives to solve a variety of control problems both in simulation and

in reality. Three classes of RL algorithms are currently dominant for continuous control problems:

guided policy search methods (GPS; [141]), value-based methods such as the deterministic policy

gradient (DPG; [94, 146, 220]) or the normalized advantage function (NAF; [81]) algorithm, and

trust-region based policy gradient algorithms such as trust region policy optimization (TRPO) and

proximal policy optimization (PPO). TRPO [213] and PPO [214] hold appeal due to their robustness

to hyperparameter settings as well as their scalability [92] but the lack of sample efficiency makes
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Figure 2.2: Model overview. The core of our model is the deep visuomotor policy, which takes the
camera observation and the proprioceptive feature as input and produces the next joint velocities.

them unsuitable for training directly on robotics hardware.

GPS [141] has been used e.g. by [140], [262] and [32] to learn visuomotor policies directly on

a real robotics hardware after a network pretraining phase. [84] and [131] use GPS for learning

controllers for robotic hand models. Value-based methods have been employed, e.g. by [80] who

use NAF to learn a door opening task directly on a robot while [190] demonstrate how to solve a

stacking problem efficiently using a distributed variant of DPG.

The idea of using large-scale data collection for training visuomotor controllers has been the

focus of [142] and [188] who train a convolutional network to predict grasp success for diverse

sets of objects using a large dataset with 10s or 100s of thousands of grasp attempts collected from

multiple robots in a self-supervised setting.

An alternative strategy for dealing with the data demand is to train in simulation and transfer

the learned controller to real hardware, or to augment real-world training with synthetic data. [205]

learn simple visuomotor policies for a Jaco robot arm and transfer to reality using progressive net-

works [204]. [246] minimize the reality gap by relying on depth. [236] use visual variations to learn

robust object detectors that can transfer to reality; [103] combine randomization with supervised

learning. [26] augment the training with simulated data to learn grasp prediction of diverse shapes.

Suitable cost functions and exploration strategies for control problems are challenging to design,

so demonstrations have long played an important role. Demonstrations can be used to initialize

policies, design cost functions, guide exploration, augment the training data, or a combination of

these. Cost functions can be derived from demonstrations either via tracking objectives (e.g. [84]) or

via inverse RL (e.g. [25, 64]), or, as in our case, via adversarial learning [95]. When expert actions
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or expert policies are available, behavioral cloning can be used ([52, 103, 192]). Alternatively,

expert trajectories can be used as additional training data for off-policy algorithms such as DPG

(e.g. [244]). Most of these methods require observation and/or action spaces to be aligned between

the robot and demonstrations. Recently, methods for third person imitation have been proposed

(e.g. [65, 150, 217]).

Concurrently with our work several works have presented results on manipulation tasks. [164,

193] both use human demonstrations to aid exploration. [164] extends the DDPGfD algorithm [244]

to learn a block stacking task on a position-controlled arm in simulation. [193] use the demonstra-

tions with a form of behavioral cloning and data augmentation to learn several complex manipula-

tion tasks. In both cases, controllers observe a low-level state feature and these methods inherently

require aligned state and action spaces with the demonstrations. In contrast, our method learns end-

to-end visuomotor policies without reliance on demonstrator actions. Thus, it can utilize demon-

strations when raw demonstrator actions are unknown or generated by a different body. [186] and

[181] address the transfer from simulation to reality, focusing on randomizing visual appearance

and robot dynamics respectively. [181] transfer a block-pushing policy operating from state fea-

tures to a 7-DoF position controlled Fetch robotics arm. [186] consider different tasks using visual

input with end-effector position control. These concurrent works have each introduced a subset of

techniques that our model employs. This work, developed independently from concurrent works,

integrates several new techniques into one coherent method. Our experimental results demonstrate

that good performances come from the synergy of these combined techniques.

2.3 Model

Our goal is to learn a visuomotor policy with deep neural networks for robot manipulation tasks.

The policy takes both an RGB camera observation and a proprioceptive feature vector that describes

the joint positions and angular velocities. These two sensory modalities are also available on the real

robot, allowing us to train in simulation and subsequently transfer the learned policy to the robot

without modifications. Figure 5.3 provides an overview of our model. The deep visuomotor policy

encodes the pixel observation with a convolutional network (CNN) and the proprioceptive feature

with a multilayer perceptron (MLP). The features from these two modules are concatenated and

passed to a recurrent long short term memory (LSTM) layer before producing the joint velocities

(control commands). The whole network is trained end-to-end. We start with a brief review of the

basics of generative adversarial imitation learning (GAIL) and proximal policy optimization (PPO).
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Our model extends upon these two methods for visuomotor skills.

2.3.1 Background: GAIL and PPO

Imitation learning (IL) is the problem of learning a behavior policy by mimicking a set of demon-

strations. Here we assume that human demonstrations are provided as a dataset of state-action pairs

D = {(si,ai)}i=1...N . Some IL methods cast the problem as one of supervised learning, i.e., behav-

ior cloning. These methods use maximum likelihood to train a parameterized policy pq : S !A ,

where S is the state space and A is the action space, such that q ⇤ = argmaxq ÂN logpq (ai|si). The

behavior cloning approach works effectively when demonstrations are abundant [201]. However,

as robot demonstrations can be costly and time-consuming to collect, we aim for a method that can

learn from a handful of demonstrations. GAIL [95] uses demonstration data efficiently by allowing

the agent to interact with the environment and learn from its own experiences. Similar to Generative

Adversarial Networks (GANs) [79], GAIL employs two networks, a policy network pq : S ! A

and a discriminator network Dy : S ⇥A ! [0,1]. It uses a min-max objective function similar to

that of GANs:

min
q

max
y

EpE
[logDy(s,a)]+Epq [log(1�Dy(s,a))], (2.1)

where pE denotes the expert policy that generated the demonstration trajectories. This objective

encourages the policy pq to have an occupancy measure close to that of the expert policy.

In this work we train pq with policy gradient methods to maximize the discounted sum of the

reward function rgail(st ,at) = � log(1�Dy(st ,at)), clipped at a max value of 10. In continuous

domains, trust region methods greatly stabilize policy training. GAIL was originally presented in

combination with TRPO [213] for updating the policy. Recently, PPO [214] has been proposed

as a simple and scalable approximation to TRPO. PPO only relies on first-order gradients and can

be easily implemented with recurrent networks in a distributed setting [92]. PPO implements an

approximate trust region that limits the change in the policy per iteration. This is achieved via a

regularization term based on the Kullback-Leibler (KL) divergence, the strength of which is adjusted

dynamically depending on actual change in the policy in past iterations.
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2.3.2 Reinforcement and Imitation Learning Model

Hybrid IL/RL Reward

Shaping rewards are a popular means of facilitating exploration. Although reward shaping can be

very effective it can also lead to suboptimal solutions [166]. Hence, we design the task rewards

as sparse piecewise constant functions based on the different stages of the respective tasks. For

example, we define three stages for the block stacking task, including reaching, lifting, and stacking.

Reward change only occurs when the task transits from one stage to another. In practice, we find

defining such a sparse multi-stage reward easier than handcrafting a dense shaping reward and less

prone to producing suboptimal behaviors. Training agents in continuous domains with sparse or

piecewise constant rewards is challenging. Inspired by reward augmentation as described in [144]

and [158], we provide additional guidance via a hybrid reward function that combines the imitation

reward rgail with the task reward rtask:

r(st ,at) = l rgail(st ,at)+(1�l )rtask(st ,at) l 2 [0,1]. (2.2)

Maximizing this hybrid reward can be interpreted as simultaneous reinforcement and imitation

learning, where the imitation reward encourages the policy to generate trajectories closer to demon-

stration trajectories, and the task reward encourages the policy to achieve high returns on the task.

Setting l to either 0 or 1 reduces this method to the standard RL or GAIL setups. In our exper-

iments, with a balanced contribution of these two rewards the agents can solve tasks that neither

GAIL nor RL can solve alone. Further, the final agents achieve higher returns than the human

demonstrations owing to the exposure to task rewards.

Leveraging Physical States in Simulation

The physics simulator we employ for training exposes the full state of the system. Even though such

privileged information is unavailable on a real system, we can take advantage of it when training the

policy in simulation. We propose four techniques for leveraging the physical states in simulation

to stabilize and accelerate learning (1) the use of a curriculum derived from demonstration states,

(2) the use of privileged information for the value function (baseline), (3) the use of object-centric

features in the discriminator, and (4) auxiliary tasks. We elaborate these four techniques as follows:

1. Demonstration as a curriculum. The problem of exploration in continuous domains is exacer-

bated by the long duration of realistic tasks. Previous work indicates that shaping the distribution of
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start states towards states where the optimal policy tends to visit can greatly improve policy learn-

ing [109, 190]. We alter the start state distribution with demonstration states. We build a curriculum

that contains clusters of states in different stages of a task. For instance, we define three clusters

for the pouring task, including reaching the mug, grasping the mug, and pouring. During training,

with probability e , we then start an episode from a random initial state, and with probability 1� e
we uniformly select a cluster and initialize the episode with a demonstration state from that cluster.

This is possible since our simulated system is fully characterized by the physical states.

2. Learning value functions from states. PPO uses a learnable value function Vf to estimate the

advantage required to compute the policy gradient. During training, each PPO worker executes the

policy for K steps and uses the discounted sum of rewards and the value as an advantage function

estimator Ât = ÂK

i=1 g i�1
rt+i + gK�1

Vf (st+K)�Vf (st), where g is the discount factor. As the policy

gradient relies on the value function to reduce variance, it is beneficial to accelerate learning of the

value function. Rather than using pixels as inputs similar to the policy network, we take advantage

of the low-level physical states (e.g., the position and velocity of the 3D objects and the robot arm)

to train the value Vf with a smaller multilayer perceptron. We find that training the policy and value

in two different modalities stabilizes training and reduces oscillation of the agent’s performance.

This technique has also been been proposed concurrently by [186].

3. Object-centric discriminator. As for the value function, we exploit the availability of the

physical states for the GAIL discriminator and provide task specific features as input. We find

that object-centric representations (e.g., absolute and relative positions of the objects) provide the

salient and relevant signals to the discriminator. The states of the robot arm in contrast lead the

discriminator to focus on irrelevant aspects of the behavior of the controller and are detrimental for

training of the policy. Inspired by information hiding strategies used in locomotion domains [93,

158], our discriminator only takes the object-centric features as input while masking out arm-related

information. The construction of the object-centric representation requires a certain amount of

domain knowledge of the tasks. We find that the relative positions of objects and displacements

from the gripper to the objects usually provide the most informative characterization of a task.

Empirically, we find that our model is not very sensitive to the particular choices of object-centric

features, as long as they carry sufficient task-specific information. We provide detailed descriptions

in Appendix A.3.

4. State prediction auxiliary tasks. Auxiliary tasks have been shown to be effective in improving

the learning efficiency and the final performance of deep RL methods [102]. To facilitate learning

visuomotor policies we add a state prediction layer on the top of the CNN module to predict the



CHAPTER 2. REINFORCEMENT AND IMITATION LEARNING 16

pouring
liquid

block
lifting

order
fulfillment

clearing 
table with
a box

block
stacking

clearing
table with
blocks

block
lifting
(real)

block
stacking
(real)

Figure 2.3: Visualizations of the six manipulation tasks in our experiments. The left column shows
RGB images of all six tasks in the simulated environments. These images correspond to the actual
pixel observations as input to the visuomotor policies. The right column shows the two tasks with
color blocks on the real robot.

locations of objects from the camera observation. We use a fully-connected layer to regress the

3D coordinates of objects in the task, minimizing the `2 loss between the predicted and ground-

truth object locations. The auxiliary tasks are not required for our model to learn good visuomotor

policies; however, adding the additional supervision can often accelerate the training of the CNN

module.

Sim2Real Policy Transfer

We perform policy transfer experiments on a real-world Kinova Jaco robot arm. The simulation was

manually adjusted to roughly match the appearance and dynamics of the laboratory setup: a Kinect

camera was visually calibrated to match the position and orientation of the simulated camera, and

the simulation’s dynamics parameters were manually adjusted to match the dynamics of the real

arm. Instead of using professional calibration equipment, our approach to sim2real policy transfer

relies on domain randomization of camera position and orientation [103, 236]. In contrast to some

previous works our trained policies do not rely on any object position information or intermediate

goals but rather learn a mapping end-to-end from raw pixel input joint velocities. In addition, to

improve the robustness of our controllers to latency effects on the real robot, we also fine-tune our

policies while subjecting them to action dropping. A detailed description is available in Appendix

A.2.
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(a) Block lifting (b) Block stacking (c) Clearing table with blocks

(d) Clearing table with a box (e) Pouring liquid (f) Order fulfillment

Figure 2.4: Learning efficiency of our reinforcement and imitation model against baselines. The
plots are averaged over 5 runs with different random seeds. All the policies use the same network
architecture and the same hyperparameters (except l ).

2.4 Experiments

Here we demonstrate that our approach offers a flexible framework to visuomotor policy learning.

To this end we evaluate its performance on the six manipulation tasks illustrated in Figure 2.3. We

provide additional qualitative results in this video: https://youtu.be/EDl8SQUNjj0.

2.4.1 Environment Setup

We use a Kinova Jaco arm that has 9 degrees of freedom: six arm joints and three actuated fingers.

The robot arm interacts with a diverse set of objects on a tabletop. The visuomotor policy controls

the robot by setting the joint velocity commands, producing 9-dimensional continuous velocities

in the range of [�1,1] at 20Hz. The proprioceptive features consist of the positions and angular

velocities of the arm joints and the fingers. Visual observations of the table-top scene are provided

via a suitably positioned real-time RGB camera. The proprioceptive features and the camera ob-

servations are available in both simulation and real environments thus enabling policy transfer. The

physical environment is simulated in the MuJoCo physics simulator [237].

https://youtu.be/EDl8SQUNjj0
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We use a large variety of objects, ranging from basic geometric shapes to procedurally gener-

ated 3D objects built from ensembles of primitive shapes. We increase the diversity of objects by

randomizing various physical properties, including dimension, color, mass, friction, etc. We collect

demonstrations using a SpaceNavigator 3D motion controller, which allows us to operate the robot

arm with a position controller, and gather 30 episodes of demonstration for each task including

observations, actions, and physical states. As each episode takes less than a minute to complete,

demonstrating each task can be done within half an hour.

2.4.2 Robot Arm Manipulation Tasks

Figure 2.3 shows the six manipulation tasks in our experiments. The first column shows the six

tasks in simulated environments, and the second column shows the real-world setup of the block

lifting and stacking tasks. We see obvious visual discrepancies of the same task in simulation and

reality. These six tasks exhibit learning challenges to varying degrees. The first three tasks use

simple colored blocks, which makes it easy to replicate a similar setup on the real robot. We study

sim2real policy transfer with the block lifting and stacking tasks in Section 2.4.4.

Block lifting. The goal is to grasp and lift a randomized block, allowing us to evaluate the

model’s robustness. We vary several random factors, including the robot arm dynamics (friction

and armature), lighting conditions, camera poses, background colors, as well as the properties of

the block. Each episode starts with a new configuration with these random factors uniformly drawn

from a preset range.

Block stacking. The goal is to stack one block on top of the other block. Together with the

block lifting task, this is evaluated in sim2real transfer experiments.

Clearing table with blocks. This task requires lifting two blocks off the tabletop. One solution

is to stack the blocks and lift them both together. This task requires longer time and a more dexterous

controller, introducing a significant challenge for exploration.

The next three tasks involve a large variety of procedurally generated 3D shapes, making them

difficult to recreate in real environments. We use them to examine the model’s ability to generalize

across object variations in long and complex tasks.

Clearing table with a box. The goal is to clear the tabletop that has a box and a toy car. One

strategy is to grasp the toy, put it into the box, and lift the box. Both the box and the toy car are

randomly generated for each episode.

Pouring liquid. Modeling and reasoning about deformable objects and fluids is a long-standing

challenge in the robotics community [211]. We design a pouring task where we use many small
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(a) Ablation study of model components (b) Model sensitivity to l values

Figure 2.5: Model analysis in the stacking task. On the left we investigate the impact on perfor-
mance by removing each individual component from the full model. On the right we investigate the
model’s sensitivity to the hyperparameter l that moderates the contribution of reinforcement and
imitation.

spheres to simulate liquid. The goal is to pour the “liquid” from one mug to the other container. This

task is particularly challenging due to the dexterity required. Even humans struggled to demonstrate

the task with our 3D motion controller after extensive practice.

Order fulfillment. In this task we randomly place a variable number of procedurally generated

toy planes and cars on the table. The goal is to place all the planes into the green box and all the

cars into the red box. This task requires the policy to generalize at an abstract level. It needs to

recognize the object categories, perform successful grasps on diverse shapes, and handle tasks with

variable lengths.

2.4.3 Quantitative Evaluation

Our full model can solve all six tasks, with only occasional failures, using the same policy network,

the same training algorithm, and a fixed set of hyperparameters. On the contrary, neither reinforce-

ment nor imitation alone can solve all tasks. We compare the full model with three baselines which

correspond to pure RL, pure GAIL, and RL w/o demonstration curriculum. These baselines use

the same setup as the full model, except that we set l = 0 for RL and l = 1 for GAIL, while our

model uses a balanced contribution of the hybrid reward, where l = 0.5. In the third baseline, all

training episodes start from random initial states rather than resetting to demonstration states. This

is a standard RL setup.
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We report the mean episode returns as a function of the number of training iterations in Fig-

ure 2.4. Our full model achieves the highest returns in all six tasks. The only case where the

baseline model is on par with the full model is the block lifting task, in which both the RL base-

line and the full model achieved similar levels of performance. We hypothesize that this is due to

the short length of the lifting task, where random exploration can provide a sufficient learning sig-

nal without the aid of demonstrations. In the other five tasks, the full model outperforms both the

reinforcement learning and imitation learning baselines by a large margin, demonstrating the effec-

tiveness of combining reinforcement and imitation for learning complex tasks. Comparing the two

variants of RL with and without using demonstration as a curriculum, we see a pronounced effect of

altering the start state distribution. We see that RL from scratch leads to very slow learning progress;

while initiating episodes along demonstration trajectories enables the agent to train on states from

different stages of a task. As a result, it greatly reduces the burden of exploration and improves

the learning efficiency. We also report the mean episode returns of human demonstrations in these

figures. Demonstrations with the 3D motion controller are imperfect, especially for pouring, and

the trained agents exceed the performance of the human operator.

Two findings are noteworthy. First, the RL agent learns faster than the full model in the clearing

blocks task, but the full model eventually outperforms. This is because the full model discovers a

novel strategy, different from the strategy employed by human operators. In this case, imitation gave

contradictory signals but eventually, reinforcement learning guided the policy towards a better strat-

egy. Second, pouring liquid is the only task where GAIL outperforms its RL counterpart. Imitation

can effectively shape the agent’s behaviors towards the demonstration trajectories [252]. This is a

viable solution for the pouring task, where a controller that generates similar-looking behaviors can

complete the task. In contact-rich domains with sufficient variation, however, a controller trained

only from a small number of demonstrations will struggle to handle the complex dynamics and to

generalize appropriately to novel instances of the task. We hypothesize that this is why the baseline

RL agent outperforms the GAIL agent in the other five tasks.

We further perform an ablation study on the block stacking task to understand the impact of

different components of our model. In Figure 2.5a, we trained our agents with a number of con-

figurations, each with a single modification to the full model. We see that these ablations cluster

into two groups: agents that learn to stack (with average returns greater than 400) and agents that

only learn to lift (with average returns between 200 and 300). These results indicate that the hybrid

RL/IL reward, learning value function from states, and object-centered features for the discrimina-

tor play an integral role in learning good policies. Using only the RL or GAIL reward, learning the
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value function from pixels, or providing the full arm state as discriminator input (no discriminator

mask) all result in inferior performance. In contrast, the optional components include the recurrent

policy core (LSTM), the use of state prediction auxiliary tasks, and whether to include actions in

discriminator input. This result suggests that our model can learn end-to-end visuomotor policies

without a pretraining phase or the need of auxiliary tasks, as opposed to previous work on visuo-

motor learning [32, 140, 262]. Furthermore, it can work when the GAIL discriminator only has

access to the demonstration states without the accompanying demonstrator actions. Therefore, it

can potentially use demonstrations collected with a different body where the underlying controls

are unknown or different from the robot’s actuators. We then examine the model’s sensitivity to the

l values in Equation (2.2). We see in Figure 2.5b that, our model works well with a broad range of

l values from 0.3 to 0.7 that provide a balanced mix of the RL and GAIL rewards.

2.4.4 Sim2Real Policy Transfer Results

To assess the robustness of the simulation-trained policy, we evaluate zero-shot transfer (no addi-

tional training) on a real Jaco arm. The real-world setup was roughly matched to the simulation

environment (including camera positions and robot kinematics and approximate object size and

color). We execute the trained policy network on the robot and count the number of successful

trials for both the lifting and stacking tasks. The arm position is randomly initialized and the tar-

get block(s) are placed in a number of repeatable start configurations for each task. The zero-shot

transfer of the lifting policy has a success rate of 64% over 25 trials (split between 5 block con-

figurations). The stacking policy has a success rate of 35% over 20 trials (split between 2 block

configurations). 80% of the stacking trajectories, however, contain successful lifting behavior, and

100% contains successful reaching behavior. It is impractical to conduct a fair comparison with

previous work [103, 236, 246] that implemented different tasks and different configurations. The

state-of-the-art sim2real work closest to our setup is progressive network [204, 205], which has

demonstrated block reaching behaviors with a pixel-to-action RL policy on a Jaco arm. Their work

did not demonstrate any lifting or stacking behavior, while our method has achieved reaching behav-

iors with a 100% success rate. Qualitatively, the policies are notably robust even on failed attempts.

The stacking policy repeatedly chases the block to get a successful grasp before trying to stack. For

more detailed descriptions of the sim2real results, refer to Appendix A.2.

Several aspects of system mismatch have constrained the policies from attaining a better perfor-

mance on the real robot. Although the sim and real domains are similar, there is still a sizable reality

gap that makes zero-shot transfer challenging. For example, while the simulated blocks are rigid
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the objects employed in the real-world setup are non-rigid foam blocks which deform and bounce

unpredictably. Furthermore, neural network policies are sensitive to subtle discrepancies between

simulated rendering and the real camera frame. Nonetheless, the preliminary successes achieved by

these policies offer a good starting point for future work to leverage a small amount of real-world

experience to enable better transfer.

2.5 Discussions

In this chapter, we have described a general model-free deep reinforcement learning method for

end-to-end learning of policies that operate from RGB camera images and perform manipulation

using joint velocity control. Our method combines the use of demonstrations via generative adver-

sarial imitation learning [95] with model-free RL to achieve both effective learning of difficult tasks

and robust generalization. The approach only requires a small number of demonstration trajectories

(30 per task in the experiments). Additionally, this approach works from state trajectories (with-

out demonstrator actions) combined with the use of only partial/featurized demonstrations being

seen by the discriminator – this can simplify and increase the flexibility during data collection and

facilitate generalization beyond conditions seen in the demonstrations (e.g., demonstrations could

potentially be collected with a different body, such as a human demonstrator via motion capture).

Demonstrations were collected via teleoperation of the simulated arm in less than thirty minutes

per task. Our method integrates several new techniques to leverage the flexibility and scalability

afforded by simulation, such as access to privileged information and the use of large-scale RL al-

gorithms. The experimental results have demonstrated its effectiveness in complex manipulation

tasks in simulation and achieved preliminary successes of zero-shot transfer to real hardware. We

trained all the policies with the same policy network, the same training algorithm, and the same hy-

perparameters. The approach makes some use of task-specific information especially in the choice

of the object-centric features for the discriminator and the RL reward. In practice we have found the

specification of these features intuitive, and our method was reasonably robust to specific choices,

thus striking favorable balance between the need for (limited) prior knowledge and the generality of

the solutions that can be learned for complex tasks.

In order to fulfill the potential of deep RL in robotics, it is essential to confront the full variability

of the real-world, including diversity of object appearances, system dynamics, task semantics, etc.

We have therefore focused on learning controllers that could handle significant task variations along

multiple dimensions. To improve a policy’s ability to generalize, we have increased the diversity of
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training conditions with parameterized, procedurally generated 3D objects and randomized system

dynamics. This has resulted in policies that exhibit robustness to large variations in simulation as

well as against some of the domain discrepancy between simulation and the real world.

Simulation is at the center of our method. Training in simulation circumvents several practical

challenges of deep RL for robotics, such as access to state information for reward specification,

high sample complexity, and safety considerations. Training in simulation also allows us to use the

simulation state to facilitate and stabilize training (i.e. by providing state information to the value

function), which in our experiments has been important for learning good visuomotor policies.

However, even though our method utilizes such privileged information during training it ultimately

produces policies that only rely on vision and proprioceptive information of the arm and that can

thus be deployed on real hardware.

Executing the policies on the real robot reveals that there remains a sizable domain gap between

simulation and real hardware. Transfer is affected by visual discrepancies as well as by differences

in the arm dynamics and in the physical properties of the environment. This leads to a certain level

of performance degradation when running a simulation policy on the real robot. Still, our real-world

experiments have exemplified that zero-shot sim2real transfer can achieve initial success with RL

trained policies performing pixel-to-joint-velocity control.



Chapter 3

Multimodal Representation Learning

3.1 Introduction

Even in routine tasks such as inserting a car key into the ignition, humans effortlessly combine the

senses of vision and touch to complete the task. Visual feedback provides semantic and geometric

object properties for accurate reaching or grasp pre-shaping. Haptic feedback provides observations

of current contact conditions between object and environment for accurate localization and control

under occlusions. These two feedback modalities are complementary and concurrent during contact-

rich manipulation [20]. Yet, there are few algorithms that endow robots with a similar ability.

While the utility of multimodal data has frequently been shown in robotics [18, 199, 224, 245],

the proposed manipulation strategies are often task-specific. While learning-based methods do not

require manual task specification, the majority of learned manipulation policies close the control

loop around a single modality, often vision [32, 63, 140, 272].

In this chapter, we equip a robot with a policy that leverages multimodal feedback from vision

and touch, two modalities with very different dimensions, frequencies, and characteristics. This

policy is learned through self-supervision and generalizes over variations of the same contact-rich

manipulation task in geometry, configurations, and clearances. It is also robust to external perturba-

tions. Our approach starts with using neural networks to learn a shared representation of haptic and

visual sensory data, as well as proprioceptive data. Using a self-supervised learning objective, this

network is trained to predict optical flow, whether contact will be made in the next control cycle, and

concurrency of visual and haptic data. The training is action-conditional to encourage the encoding

of action-related information. The resulting compact representation of the high-dimensional and

24
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Figure 3.1: Force sensor readings in the z-axis (height) and visual observations are shown with
corresponding stages of a peg insertion task. The force reading transitions from (1) the arm moving
in free space to (2) making contact with the box. While aligning the peg, the forces capture the
sliding contact dynamics on the box surface (3, 4). Finally, in the insertion stage, the forces peak as
the robot attempts to insert the peg at the edge of the hole (5), and decrease when the peg slides into
the hole (6).

heterogeneous data is the input to a policy for contact-rich manipulation tasks using deep reinforce-

ment learning. The proposed decoupling of state estimation and control achieves practical sample

efficiency for learning both representation and policy on a real robot. Our primary contributions are:

• A model for multimodal representation learning from which a contact-rich manipulation pol-

icy can be learned.

• Demonstration of insertion tasks that effectively utilize both haptic and visual feedback for

hole search, peg alignment, and insertion (see Fig 3.1). Ablative studies compare the effects

of each modality on task performance.

• Evaluation of generalization to tasks with different peg geometry and of robustness to pertur-

bation and sensor noise.
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3.2 Related Work

3.2.1 Contact-Rich Manipulation

Contact-rich tasks, such as peg insertion, block packing, and edge following, have been studied for

decades due to their relevance in manufacturing. Manipulation policies often rely entirely on haptic

feedback and force control, and assume sufficiently accurate state estimation [254]. They typically

generalize over certain task variations, for instance, peg-in-chamfered-hole insertion policies that

work independently of peg diameter [253]. However, entirely new policies are required for new

geometries. For chamferless holes, manually defining a small set of viable contact configurations

has been successful [29] but cannot accommodate the vast range of real-world variations. [224]

combines visual and haptic data for inserting two planar pegs with more complex cross sections,

but assumes known peg geometry.

Reinforcement learning approaches have recently been proposed to address variations in ge-

ometry and configuration for manipulation. [140, 272] trained neural network policies using RGB

images and proprioceptive feedback. Their approach works well in a wide range of tasks, but the

large object clearances compared to automation tasks may explain the sufficiency of RGB data. A

series of learning-based approaches have relied on haptic feedback for manipulation. Many of them

are concerned with estimating the stability of a grasp before lifting an object [16, 31], even suggest-

ing a regrasp [228]. Only a few approaches learn entire manipulation policies through reinforcement

only given haptic feedback [110, 229, 242, 243]. While [110] relies on raw force-torque feedback,

[229, 242] learn a low-dimensional representation of high-dimensional tactile data before learning

a policy. Even fewer approaches exploit the complementary nature of vision and touch. Some of

them extend their previous work on grasp stability estimation [15, 30]. Others perform full manipu-

lation tasks based on multiple input modalities [111] but require a pre-specified manipulation graph

and demonstrate only on a single task, or require human demonstration and object CAD models [2].

There have been promising works that train manipulation policy in simulation and transfer them to a

real robot [9, 26, 182]. However, only few works focused on contact-rich tasks [68] and none relied

on haptic feedback in simulation, most likely because of the lack of fidelity of contact simulation

and collision modeling for articulated rigid-body systems [59, 70].
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3.2.2 Multimodal Representation Learning

The complementary nature of heterogeneous sensor modalities has previously been explored for

inference and decision making. The diverse set of modalities includes vision, range, audio, hap-

tic and proprioceptive data as well as language. This heterogeneous data makes the application

of hand-designed features and sensor fusion extremely challenging. That is why learning-based

methods have been on the forefront. [15, 30, 71, 223] are examples of fusing visual and haptic

data for grasp stability assessment, manipulation, material recognition, or object categorization.

[149, 229] fuse vision and range sensing and [229] adds language labels. While many of these mul-

timodal approaches are trained through a classification objective [15, 30, 71, 263], we are interested

in multimodal representation learning for control. A popular representation learning objective is

reconstruction of the raw sensory input [44, 139, 242, 263]. This unsupervised objective benefits

learning stability and speed, but it is also data intensive and prone to overfitting [44]. When learning

for control, action-conditional predictive representations can encourage the state representations to

capture action-relevant information [139]. Studies attempted to predict full images when pushing

objects with benign success [3, 11, 172]. In these cases either the underlying dynamics is determin-

istic [172], or the control runs at a low frequency [63]. In contrast, we operate with haptic feedback

at 1kHz and send Cartesian control commands at 20Hz. We use an action-conditional surrogate

objective for predicting optical flow and contact events with self-supervision.

There is compelling evidence that the interdependence and concurrency of different sensory

streams aid perception and manipulation [21, 54, 132]. However, few studies have explicitly ex-

ploited this concurrency in representation learning. Examples include [225] for visual prediction

tasks and [168, 175] for audio-visual coupling. Following [175], we propose a self-supervised ob-

jective to fuse visual and haptic data.

3.3 Problem Formulation

Our goal is to learn a policy on a robot for performing contact-rich manipulation tasks. We want

to evaluate the value of combining multisensory information and the ability to transfer multimodal

representations across tasks. For sample efficiency, we first learn a neural network-based feature

representation of the multisensory data. The resulting compact feature vector serves as input to a

policy that is learned through reinforcement learning.

We model the manipulation task as a finite-horizon, discounted Markov Decision Process (MDP)

M , with a state space S , an action space A , state transition dynamics T : S ⇥A !S , an initial
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Figure 3.2: Neural network architecture for multimodal representation learning with self-
supervision. The network takes data from three different sensors as input: RGB images, F/T read-
ings over a 32ms window, and end-effector position and velocity. It encodes and fuses this data
into a multimodal representation based on which controllers for contact-rich manipulation can be
learned. This representation learning network is trained end-to-end through self-supervision.

state distribution r0, a reward function r : S ⇥A ! R, horizon T , and discount factor g 2 (0,1].

To determine the optimal stochastic policy p : S ! P(A ), we want to maximize the expected

discounted reward

J(p) = Ep

"
T�1

Â
t=0

gr(st ,at)

#
(3.1)

We represent the policy by a neural network with parameters qp that are learned as described in

Section 3.5. S is defined by the low-dimensional representation learned from high-dimensional

visual and haptic sensory data. This representation is a neural network parameterized by qs and is

trained as described in Section 3.4. A is defined over continuously-valued, 3D displacements Dx in

Cartesian space. The controller design is detailed in Section 3.5.

3.4 Model

Deep networks are powerful tools to learn representations from high-dimensional data [135] but

require a substantial amount of training data. Here, we address the challenge of seeking sources

of supervision that do not rely on laborious human annotation. We design a set of predictive tasks

that are suitable for learning visual and haptic representations for contact-rich manipulation tasks,

where supervision can be obtained via automatic procedures rather than manual labeling. Figure 3.2
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visualizes our representation learning model.

3.4.1 Modality Encoders

Our model encodes three types of sensory data available to the robot: RGB images from a fixed

camera, haptic feedback from a wrist-mounted force-torque (F/T) sensor, and proprioceptive data

from the joint encoders of the robot arm. The heterogeneous nature of this data requires domain-

specific encoders to capture the unique characteristics of each modality. For visual feedback, we

use a 6-layer convolutional neural network (CNN) similar to FlowNet [66] to encode 128⇥128⇥3

RGB images. We add a fully-connected layer to transform the final activation maps into a 128-d

feature vector. For haptic feedback, we take the last 32 readings from the six-axis F/T sensor as

a 32⇥ 6 time series and perform 5-layer causal convolutions [173] with stride 2 to transform the

force readings into a 64-d feature vector. For proprioception, we encode the current position and

velocity of the end-effector with a 2-layer multilayer perceptron (MLP) to produce a 32-d feature

vector. The resulting three feature vectors are concatenated into one vector and passed through the

multimodal fusion module (2-layer MLP) to produce the final 128-d multimodal representation.

3.4.2 Self-Supervised Predictions

The modality encoders have nearly half a million learnable parameters and require a large amount

of labeled training data. To avoid manual annotation, we design training objectives for which labels

can be automatically generated through self-supervision. Furthermore, representations for control

should encode the action-related information. To achieve this, we design two action-conditional

representation learning objectives. Given the next robot action and the compact representation of

the current sensory data, the model has to predict (i) the optical flow generated by the action and (ii)

whether the end-effector will make contact with the environment in the next control cycle. Ground-

truth optical flow annotations are automatically generated given proprioception and known robot

kinematics and geometry [66, 73]. Ground-truth annotations of binary contact states are generated

by applying simple heuristics on the F/T readings.

The next action, i.e. the end-effector motion, is encoded by a 2-layer MLP. Together with the

multimodal representation it forms the input to the flow and contact predictor. The flow predictor

uses a 6-layer convolutional decoder with upsampling to produce a flow map of size 128⇥128⇥2.

Following [66], we use 4 skip connections. The contact predictor is a 2-layer MLP and performs

binary classification.
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Figure 3.3: Our controller takes end-effector position displacements from the policy at 20Hz and
outputs robot torque commands at 200Hz. The trajectory generator interpolates high-bandwidth
robot trajectories from low-bandwidth policy actions. The impedance PD controller tracks the in-
terpolated trajectory. The operational space controller uses the robot dynamics model to transform
Cartesian-space accelerations into commanded joint torques. The resulting controller is compliant
and reactive.

As discussed in Section 3.2.2, there is concurrency between the different sensory streams lead-

ing to correlations and redundancy, e.g., seeing the peg, touching the box, and feeling the force. We

exploit this by introducing a third representation learning objective that predicts whether two sensor

streams are temporally aligned [175]. During training, we sample a mix of time-aligned multimodal

data and randomly shifted ones. The alignment predictor (a 2-layer MLP) takes the low-dimensional

representation as input and performs binary classification of whether the input was aligned or not.

We train the action-conditional optical flow with endpoint error (EPE) loss averaged over all

pixels [66], and both the contact prediction and the alignment prediction with cross-entropy loss.

During training, we minimize a sum of the three losses end-to-end with stochastic gradient descent

on a dataset of rolled-out trajectories. Once trained, this network produces a 128-d feature vector

that compactly represents multimodal data. This vector from the input to the manipulation policy

learned via reinforcement learning.

3.5 Policy Learning and Controller Design

Our final goal is to equip a robot with a policy for performing contact-rich manipulation tasks that

leverage multimodal feedback. Though it is possible to engineer controllers for specific instances
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of these tasks [224, 254], this effort is difficult to scale to the large variability of real-world tasks.

Therefore, it is desirable to enable a robot to supervise itself where the learning process is appli-

cable to a broad range of tasks. Given its recent success in continuous control [146, 213], deep

reinforcement learning lends itself well to learning policies that map high-dimensional features to

control commands.

Policy Learning. Modeling contact interactions and multi-contact planning still result in complex

optimization problems [191, 189, 239] that remain sensitive to inaccurate actuation and state esti-

mation. We formulate contact-rich manipulation as a model-free reinforcement learning problem

to investigate its performance when relying on multimodal feedback and when acting under un-

certainty in geometry, clearance and configuration. By choosing model-free, we also eliminate the

need for an accurate dynamics model, which is typically difficult to obtain in the presence of rich

contacts. Specifically, we choose trust-region policy optimization (TRPO) [213]. TRPO imposes

a bound of KL-divergence for each policy update by solving a constrained optimization problem,

which prevents the policy from moving too far away from the previous step. The policy network is

a 2-layer MLP that takes as input the 128-d multimodal representation and produces a 3D displace-

ment Dx of the robot end-effector. To train the policy efficiently, we freeze the representation model

parameters during policy learning, such that it reduces the number of learnable parameters to 3% of

the entire model and substantially improves the sample efficiency.

Controller Design. Our controller takes as input Cartesian end-effector displacements Dx from the

policy at 20Hz, and outputs direct torque commands tu to the robot at 200Hz. Its architecture can

be split into three parts: trajectory generation, impedance control and operational space control (see

Fig 3.3). Our policy outputs Cartesian control commands instead of joint-space commands, so it

does not need to implicitly learn the non-linear and redundant mapping between 7-DoF joint space

and 3-DoF Cartesian space. We use direct torque control as it gives our robot compliance during

contact, which makes the robot safer to itself, its environment, and any nearby human operator. In

addition, compliance makes the peg insertion task easier to accomplish under position uncertainty,

as the robot can slide on the surface of the box while pushing downwards [55, 110, 198].

The trajectory generator bridges low-bandwidth output of the policy (limited by the forward pass

of our representation model), and the high-bandwidth torque control of the robot. Given Dx from the

policy and the current end-effector position xt , we calculate the desired end-effector position xdes.

The trajectory generator interpolates between xt and xdes to yield a trajectory xt = {xk,vk,ak}t+T

k=t
of

end-effector position, velocity and acceleration at 200Hz. This forms the input to a PD impedance

controller to compute a task space acceleration command: au = ades�kp(x� xdes)�kv(v� vdes),
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Figure 3.4: Simulated peg insertion. Ablative study of representations trained on different combi-
nations of sensory modalities. We compare our full model, trained with a combination of visual
and haptic feedback and proprioception, with baselines that are trained without vision, or haptics,
or either. (b) The graph shows partial task completion rates with different feedback modalities, and
we note that both the visual and haptic modalities play an integral role for contact-rich tasks.

where kp and kv are manually tuned gains.

By leveraging known kinematic and dynamics models of the robot, we can calculate joint

torques from Cartesian space accelerations with the dynamically-consistent operational space for-

mulation [113]. We compute the force at the end-effector with F = Lau, where L is the inertial

matrix in the end-effector frame that decouples the end-effector motions. Finally, we map from F
to joint torque commands with the end-effector Jacobian J, which is a function of joint angle q:

tu = J
T (q)F.

3.6 Experiments

The primary goal of our experiments is to examine the effectiveness of the multimodal represen-

tations in contact-rich manipulation tasks. In particular, we design the experiments to answer the

following three questions: 1) What is the value of using all instead of a subset of modalities? 2)

Is policy learning on the real robot practical with a learned representation? 3) Does the learned

representation generalize over task variations and recover from perturbations?

Task Setup. We design a set of peg insertion tasks where task success requires joint reasoning

over visual and haptic feedback. We use five different types of pegs and holes fabricated with a 3D

printer: round peg, square peg, triangular peg, semicircular peg, and hexagonal peg, each with a

nominal clearance of around 2mm as shown in Figure 3.5a.

Robot Environment Setup. For both simulation and real robot experiments, we use the Kuka
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LBR IIWA robot, a 7-DoF torque-controlled robot. Three sensor modalities are available in both

simulation and real hardware, including proprioception, an RGB camera, and a force-torque sensor.

The proprioceptive feature is the end-effector pose as well as linear and angular velocity. They are

computed using forward kinematics. RGB images are recorded from a fixed camera pointed at the

robot. Input images to our model are down-sampled to 128⇥ 128. On the real robot, we use the

Kinect v2 camera. In simulation, we use CHAI3D [36] for rendering. The force sensor provides a

6-axis feedback on the forces and moments along the x, y, z axes. On the real robot, we mount an

OptoForce sensor between the last joint and the peg. In simulation, the contact between the peg and

the box is modeled with SAI 2.0 [37], a real-time physics simulator for rigid articulated bodies with

high fidelity contact resolution.

Reward Design. We use the following staged reward function to guide the reinforcement learning

algorithm through the different sub-tasks, simplifying the challenge of exploration and improving

learning efficiency:

r(s) =

8
>>>>>>><

>>>>>>>:

cr� cr

2 (tanhlksk+ tanhlksxyk) (reaching)

2� caksxyk2 if ksxyk2  e1 (alignment)

4�2( sz

hd�e2
) if sz < 0 (insertion)

10 if hd� |sz| e2 (completion),

where s = (sx,sy,sz) and sxy = (sx,sy) use the peg’s current position, l is a constant factor to scale

the input to the tanh function. The target peg position is (0,0,�hd) with hd as the height of the hole,

and cr and ca are constant scale factors.

Evaluation Metrics. We report the quantitative performance of the policies using the sum of re-

wards achieved in an episode, normalized by the highest attainable reward. We also provide the

statistics of the stages of the peg insertion task that each policy can achieve, and report the percent-

age of evaluation episodes in the following four categories:

1. completed insertion: the peg reaches bottom of the hole;

2. inserted into hole: the peg goes into the hole but has not reached the bottom;

3. touched the box: the peg only makes contact with the box;

4. failed: the peg fails to reach the box.

Implementation Details. To train each representation model, we collect a multimodal dataset of

100k states and generate the self-supervised annotations. We roll out a random policy as well as a
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heuristic policy while collecting the data, which encourages the peg to make contact with the box.

As the policy runs at 20 Hz, it takes 90 to 120 minutes to collect the data. The representation models

are trained for 20 epochs on a Titan V GPU before starting policy learning.

We first conduct an ablative study in simulation to investigate the contributions of individual

sensory modalities to learning the multimodal representation and manipulation policy. We then

apply our full multimodal model to a real robot, and train reinforcement learning policies for the

peg insertion tasks from the learned representations with high sample efficiency. Furthermore, we

visualize the representations and provide a detailed analysis of robustness with respect to shape and

clearance variations.

3.6.1 Simulation Experiments

Three modalities are encoded and fused by our representation model: RGB images, force readings,

and proprioception (see Figure 3.2). To investigate the importance of each modality for contact-rich

manipulation tasks, we perform an ablative study in simulation, where we learn the multimodal

representations with different combinations of modalities. These learned representations are sub-

sequently fed to the TRPO policies to train on a task of inserting a square peg. We randomize the

configuration of the box position and the arm’s initial position at the beginning of each episode to

enhance the robustness and generalization of the model.

We illustrate the training curves of the TRPO agents in Figure 3.4a. We train all policies with

1.2k episodes, each lasting 500 steps. We evaluate 10 trials with the stochastic policy every 10

training episodes and report the mean and standard deviation of the episode rewards. Our Full

model corresponds to the multimodal representation model introduced in Section 3.4, which takes

all three modalities as input. We compare it with three baselines: No vision masks out the visual

input to the network, No haptics masks out the haptic input, and No vision No haptics

leaves only proprioceptive input. From Figure 3.4a we observe that the absence of either the visual

or force modality negatively affects task completion, with No vision No haptics performing

the worst. None of the three baselines has reached the same level of performance as the final model.

Among these three baselines, we see that the No haptics baseline achieved the highest rewards.

We hypothesize that vision locates the box and the hole, which facilitates the first steps of robot

reaching and peg alignment, while haptic feedback is uninformative until after contact is made.

The Full model achieves the highest success rate with nearly 80% completion rate, while all

baseline methods have a completion rate below 5%. It is followed by the No haptics baseline,
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Figure 3.5: (a) 3D printed pegs used in the real robot experiments and their box clearances. (b)
Qualitative predictions: We visualize examples of optical flow predictions from our representation
model (using color scheme in [66]). The model predicts different flow maps on the same image
conditioned on different next actions indicated by projected arrows.

which relies solely on the visual feedback. We see that it is able to localize the hole and perform

insertion half of the time from only the visual inputs; however, few episodes have completed the full

insertion. It implies that the haptic feedback plays a more crucial role in determining the actions

when the peg is placed in the hole. The remaining two baselines can often reach the box through

random exploration, but are unable to exhibit consistent insertion behaviors.

3.6.2 Real Robot Experiments

We evaluate our Full model on the real hardware with round, triangular, and semicircular pegs.

In contrast to simulation, the difficulty of sensor synchronization, variable delays from sensing

to control, and complex real-world dynamics introduce additional challenges on the real robot. We

make the task tractable on a real robot by training a shallow neural network controller while freezing

the multimodal representation model that can generate action-conditional flows with low endpoint

errors (see Figure 3.5b).

We train the TRPO policies for 300 episodes, each lasting 1000 steps, roughly 5 hours of wall-

clock time. We evaluate each policy for 100 episodes in Figure 3.6. The first three bars correspond

to the set of experiments where we train a specific representation model and policy for each type of
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Figure 3.6: Real robot peg insertion. We evaluate our Full Model on the real hardware with
different peg shapes, indicated on the x-axis. The learned policies achieve the tasks with a high
success rate. We also study transferring the policies and representations from trained pegs to novel
peg shapes (last four bars). The robot effectively re-uses previously trained models to solve new
tasks.

peg. The robot achieves a level of success similar to that in simulation. A common strategy that the

robot learns is to reach the box, search for the hole by sliding over the surface, align the peg with

the hole, and finally perform insertion.

We further examine the potential of transferring the learned policies and representations to two

novel shapes previously unseen in representation and policy training, the hexagonal peg and the

square peg. For policy transfer, we take the representation model and the policy trained for the

triangular peg, and execute with the new pegs. From the 4th and 5th bars in Figure 3.6, we see

that the policy achieves over 60% success rate on both pegs without any further policy training on

them. A better transfer performance can be achieved by taking the representation model trained on

the triangular peg, and training a new policy for the new pegs. As shown in the last two bars in

Figure 3.6, the resulting performance increases 19% for the hexagonal peg and 30% for the square

peg. Our transfer learning results indicate that the multimodal representations from visual and haptic

feedback generalize well across variations of our contact-rich manipulation tasks.

Finally, we study the robustness of our policy in the presence of sensory noise and external

perturbations to the arm by periodically occluding the camera and pushing the robot arm during

trajectory roll-out. The policy is able to recover from both the occlusion and perturbations.
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3.7 Discussions

In this chapter, we examined the value of jointly reasoning over time-aligned multi-sensory data for

contact-rich manipulation tasks. To enable efficient real robot training, we proposed a novel model

to encode heterogeneous sensory inputs into a compact multimodal representation. Once trained,

the representation remained fixed when being used as input to a shallow neural network policy for

reinforcement learning. We trained the representation model with self-supervision, eliminating the

need for manual annotation. Our experiments with tight clearance peg insertion tasks indicated that

they require the multimodal feedback from both vision and touch. We further demonstrated that the

multimodal representations transfer well to new task instances of peg insertion. For future work,

we plan to extend our method to other contact-rich tasks, which require a full 6-DoF controller of

position and orientation. We would also like to explore the value of incorporating richer modalities,

such as depth and sound, into our representation learning pipeline, as well as new sources of self-

supervision.



Chapter 4

Target-Driven Visual Navigation

4.1 Introduction

Many tasks in robotics involve interactions with physical environments and objects. One of the

fundamental components of such interactions is understanding the correlation and causality between

actions of an agent and the changes of the environment as a result of the action. Since the 1970s,

there have been various attempts to build a system that can understand such relationships. Recently,

with the rise of deep learning models, learning-based approaches have gained wide popularity [140,

161].

In this chapter, we focus on the problem of navigating a space to find a given target using

only visual input. Successful navigation requires learning relationships between actions and the

environment. This makes the task well suited to a Deep Reinforcement Learning (DRL) approach.

However, general DRL approaches (e.g., [160, 161]) are designed to learn a policy that depends

only on the current state, and the goal is implicitly embedded in the model parameters. Hence, it is

necessary to learn new model parameters for a new target. This is problematic since training DRL

agents is computationally expensive.

In order to achieve higher adaptability and flexibility, we introduce a target-driven model. Our

model takes the visual task objective as an input. Thus we can avoid re-training for every new target.

Our model learns a policy that jointly embeds the target and the current state. Essentially, an agent

learns to take its next action conditioned on both its current state and target, rather than its current

state only. Hence, there is no need to re-train the model for new targets. A key intuition that we

rely on is that different training episodes share information. For example, agents explore common

routes during the training stage while being trained for finding different targets. Various scenes also

38
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Figure 4.1: The goal of our deep reinforcement learning model is to navigate towards a visual target
with a minimum number of steps. Our model takes the current observation and the image of the
target as input and generates an action in the 3D environment as the output. Our model learns to
navigate to different targets in a scene without re-training.

share similar structures and statistics (e.g., a fridge is likely to be near a microwave). In short, we

exploit the fact that learning for new targets will be easier with the models that have been trained

for other targets.

Unfortunately, training and quantitatively evaluating DRL algorithms in real environments is

often tedious. One reason is that running systems in a physical space is time consuming. Further-

more, acquiring large-scale action and interaction data in real environments is not trivial via the

common image dataset collection techniques. To this end, we developed one of the first simula-

tion frameworks with high-quality 3D scenes, called The House Of inteRactions (AI2-THOR). Our

simulation framework enables us to collect a large number of visual observations for action and re-

action in different environments. For example, an agent can freely navigate (i.e. move and rotate) in

various realistic indoor scenes, and is able to have low- and high-level interactions with the objects

(e.g., applying a force or opening/closing a microwave).

We evaluate our method for the following tasks: (1) Target generalization, where the goal is to

navigate to targets that have not been used during training within a scene. (2) Scene generalization,

where the goal is to navigate to targets in scenes not used for training. (3) Real-world generaliza-

tion, where we demonstrate navigation to targets using a real robot. Our experiments show that

we outperform the state-of-the-art DRL methods in terms of data efficiency for training. We also
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demonstrate the generalization aspects of our model.

In summary, we introduce a novel reinforcement learning model that generalizes across targets

and scenes. To learn and evaluate reinforcement learning models, we create a simulation framework

with high-quality rendering that enables visual interactions for agents. We also demonstrate real

robot navigation using our model generalized to the real world with a small amount of fine-tuning.

4.2 Related Work

There is a large body of work on visual navigation. We provide a brief overview of some of the

relevant work. The map-based navigation methods require a global map of the environment to make

decisions for navigation (e.g., [23, 24, 115, 174]). One of the main advantages of our method over

these approaches is that it does not need a prior map of the environment. Another class of navigation

methods reconstruct a map on the fly and use it for navigation [40, 42, 221, 238, 256], or go through

a training phase guided by humans to build the map [114, 202]. In contrast, our method does not

require a map of the environment, as it does not have any assumption on the landmarks of the

environment, nor does it require a human-guided training phase. Map-less navigation methods are

common as well [43, 86, 137, 195, 209]. These methods mainly focus on obstacle avoidance given

the input image. Our method is considered map-less. However, it possesses implicit knowledge of

the environment. A survey of visual navigation methods can be found in [22].

Note that our approach is not based on feature matching or 3D reconstruction, unlike, e.g., [123,

184]. Besides, our method does not require supervised training for recognizing distinctive land-

marks, unlike, e.g., [147, 157].

Reinforcement Learning (RL) has been used in a variety of applications. [120] propose a policy

gradient RL approach for locomotion of a four-legged robot. [183] discuss policy gradient meth-

ods for learning motor primitives. [159] propose an RL-based method for obstacle detection using

a monocular camera. [116] apply reinforcement learning to autonomous helicopter flight. [121]

use RL to automate data collection process for mapping. [14] propose a kernel-based reinforce-

ment learning algorithm for large-scale settings. [145] use RL for making decisions in ATARI

games. In contrast to these approaches, our models use deep reinforcement learning to handle high-

dimensional sensory inputs.

Recently, methods that integrate deep learning methods with RL have shown promising results.

[161] propose deep Q-networks to play ATARI games. [219] propose a new search algorithm based

on the integration of Monte-Carlo tree search with deep RL that beats the world champion in the
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game of Go. [160] propose a deep RL approach, where the parameters of the deep network are

updated by multiple asynchronous copies of the agent in the environment. [140] use a deep RL ap-

proach to directly map the raw images into torques at robot motors. Our work deals with much more

complex inputs than ATARI games, or images taken in a lab setting with a constrained background.

Additionally, our method is generalizable to new scenes and new targets, while the mentioned meth-

ods should be re-trained for a new game, or in case of a change in the game rules.

There have been some effort to develop learning methods that can generalize to different target

tasks [178, 206]. Similar to UVFA [210], our model takes the target goal directly as an input without

the need of re-training.

Recently, physics engines have been used to learn the dynamics of real-world scenes from im-

ages [162, 163, 257]. In this chapter, we show that a model that is trained in simulation can be

generalized to real-world scenarios.

4.3 The AI2-THOR Framework

To train and evaluate our model, we require a framework for performing actions and perceiving

their outcomes in a 3D environment. Integrating our model with different types of environments is

a main requirement for generalization of our model. Hence, the framework should have a plug-n-

play architecture such that different types of scenes can be easily incorporated. Additionally, the

framework should have a detailed model of the physics of the scene so the movements and object

interactions are properly represented.

For this purpose, we propose The House Of inteRactions (AI2-THOR) framework, which is de-

signed by integrating a physics engine (Unity 3D) with a deep learning framework (Tensorflow [1]).

The general idea is that the rendered images of the physics engine are streamed to the deep learning

framework, and the deep learning framework issues a control command based on the visual input

and sends it back to the agent in the physics engine. Similar frameworks have been proposed by

[17, 107, 112, 138, 259], but the main advantages of our framework are as follows: (1) The physics

engine and the deep learning framework directly communicate (in contrast to separating the physics

engine from the controller as in [163]). Direct communication is important since the feedback from

the environment can be immediately used for online decision making. (2) We tried to mimic the

appearance distribution of the real-world images as closely as possible. For example, [17] work on

Atari games, which are 2D environments and limited in terms of appearance. [88] is a collection of

synthetic scenes that are non-photo-realistic and do not follow the distribution of real-world scenes
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Figure 4.2: Screenshots of our framework and other simulated learning frameworks: ALE [17],
ViZDoom [112], UETorch [138], Project Malmo [107], SceneNet [88], TORCS [259], SYN-
THIA [200], Virtual KITTI [69].

in terms of lighting, object appearance, textures, and background clutter, etc. This is important for

enabling us to generalize to real-world images.

To create indoor scenes for our framework, we provided reference images to artists to create a

3D scene with the texture and lighting similar to the image. So far we have 32 scenes that belong to

4 common scene types in a household environment: kitchen, living room, bedroom, and bathroom.

On average, each scene contains 68 object instances.

The advantage of using a physics engine for modeling the world is that it is highly scalable

(training a robot in real houses is not easily scalable). Furthermore, training the models can be

performed cheaper and safer (e.g., the actions of the robot might damage objects). One main draw-

back of using synthetic scenes is that the details of the real world are under-modeled. However,

recent advances in the graphics community make it possible to have a rich representation of the

real-world appearance and physics, narrowing the discrepancy between real world and simulation.

Figure 4.2 provides a qualitative comparison between a scene in our framework and example scenes

in other frameworks and datasets. As shown, our scenes better mimic the appearance properties of

real world scenes. In this work, we focus on navigation, but the framework can be used for more

fine-grained physical interactions, such as applying a force, grasping, or object manipulations such
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Figure 4.3: Our framework provides a rich interaction platform for AI agents. It enables physical
interactions, such as pushing or moving objects (the first row), as well as object interactions, such
as changing the state of objects (the second row).

as opening and closing a microwave. Figure 4.3 shows a few examples of high-level interactions.

We will provide Python APIs with our framework for an AI agent to interact with the 3D scenes.

4.4 Model

In this section, we first define our formulation for target-driven visual navigation. Then we describe

our deep siamese actor-critic network for this task.

4.4.1 Problem Formulation

Our goal is to find the minimum length sequence of actions that move an agent from its current

location to a target that is specified by an RGB image. We develop a deep reinforcement learning

model that takes as input an RGB image of the current observation and another RGB image of the

target. The output of the model is an action in 3D such as move forward or turn right. Note that the

model learns a mapping from the 2D image to an action in the 3D space.

Vision-based robot navigation requires a mapping from sensory signals to motion commands.

Previous work on Reinforcement Learning typically do not consider high-dimensional perceptual

inputs [119]. Recent deep reinforcement learning (DRL) models [161] provide an end-to-end learn-

ing framework for transforming pixel information into actions. However, DRL has largely focused
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on learning goal-specific models that tackle individual tasks in isolation. This training setup is

rather inflexible to changes in task goals. For instance, as pointed out by Lake et al. [133], chang-

ing the rule of the game would have devastating performance impact on DRL-based Go-playing

systems [219]. Such limitation roots from the fact that standard DRL models [160, 161] aim at

finding a direct mapping (represented by a deep neural network p) from state representations s to

policy p(s). In such cases, the goal is hardcoded in neural network parameters. Thus, changes in

goals would require to update the network parameters in accordance.

Such limitation is especially problematic for mobile robot navigation. When applying DRL to

the multiple navigation targets, the network should be re-trained for each target. In practice, it is

prohibitive to exhaust every target in a scene. This is the problem caused by a lack of generalization

– i.e., we would have to re-train a new model when incorporating new targets. Therefore, it is

preferable to have a single navigation model, which learns to navigate to new targets without re-

training. To achieve this, we specify the task objective (i.e., navigation destination) as inputs to

the model, instead of implanting the target in the model parameters. We refer to this problem as

target-driven visual navigation. Formally, the learning objective of a target-driven model is to learn

a stochastic policy function p which takes two inputs, a representation of current state st and a

representation of target g and produces a probability distribution over the action space p(st ,g). For

testing, a mobile robot keeps taking actions drawn from the policy distribution until reaching the

destination. This way, actions are conditioned on both states and targets. Hence, no re-training for

new targets is required.

4.4.2 Learning Setup

Before introducing our model, we first describe the key ingredients of the reinforcement learning

setup: action space, observations and goals, and reward design.

Action space

Real-world mobile robots have to deal with low-level mechanics. However, such mechanical details

make the learning significantly more challenging. A common approach is to learn at a certain

level of abstraction, where the underlying physics is handled by a lower-level controller (e.g., 3D

physical engine). We train our model with command-level actions. For our visual navigation tasks,

we consider four actions: moving forward, moving backward, turning left, and turning right. We

use a constant step length (0.5 meters) and turning angle (90 degree). This essentially discretizes the
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scene space into a grid-world representation. To model uncertainty in real-world system dynamics,

we add a Gaussian noise to steps N (0,0.01) and turns N (0,1.0) at each location.

Observations and Goals

Both observations and goals are images taken by the agent’s RGB camera in its first-person view.

The benefit of using images as goal descriptions is the flexibility for specifying new targets. Given

a target image, the task objective is to navigate to the location and viewpoint where the target image

is taken.

Reward design

We focus on minimizing the trajectory length to the navigation targets, although other factors such

as energy efficiency could be considered. We only provide a goal-reaching reward (10.0) upon task

completion. To encourage shorter trajectories, we add a small time penalty (-0.01) as immediate

reward.

4.4.3 Target-Driven Navigation Model

We focus on learning the target-driven policy function p via deep reinforcement learning. We design

a new deep neural network as a non-linear function approximator for p , where action a at time t can

be drawn by:

a⇠ p(st ,g |u) (4.1)

where u are the model parameters, st is the image of the current observation, and g is the image

of the navigation target. When target g belongs to a finite discrete set, p can be seen as a mixture

model, where g indexes the right set of parameters for each goal. However, the number of real-world

goals is often countless (due to many different locations or highly variable object appearances).

Thus, it is preferable to learn a projection that transforms the goals into an embedding space. Such

projection enables knowledge transfer across this embedding space, and therefore allows the model

to generalize to new targets.

Navigational decisions demand an understanding of the relative spatial positions between the

current locations and the target locations, as well as a holistic sense of scene layout. We develop a

new deep siamese actor-critic network to capture such intuitions. Figure 4.4 illustrates our model for

the target-driven navigation tasks. Overall, the inputs to the network are two images that represent
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Figure 4.4: Network architecture of our deep siamese actor-critic model. The numbers in parenthe-
ses show the output dimensions. Layer parameters in the green squares are shared. The ResNet-50
layers (yellow) are pre-trained on ImageNet and fixed during training.

the agent’s current observation and the target. Our approach to reasoning about the spatial arrange-

ment between the current location and the target is to project them into the same embedding space,

where their geometric relations are preserved. Deep siamese networks are a type of two-stream

neural network models for discriminative embedding learning [34]. We use two streams of weight-

shared siamese layers to transform the current state and the target into the same embedding space.

Information from both embeddings is fused to form a joint representation. This joint representation

is passed through scene-specific layers (refer to Figure 4.4). The intention to have scene-specific

layers is to capture the special characteristics (e.g., room layouts and object arrangements) of a

scene that are crucial for the navigation tasks. Finally, the model generates policy and value outputs

similar to the advantage actor-critic models [160]. In this model, targets across all scenes share the

same generic siamese layers, and all targets within a scene share the same scene-specific layer. This

makes the model better generalize across targets and across scenes.
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4.4.4 Training Protocol

Traditional RL models learn for individual tasks in separation, resulting in the inflexibility with

respect to goal changes. As our deep siamese actor-critic network shares parameters across different

tasks, it can benefit from learning with multiple goals simultaneously. A3C [160] is a type of

reinforcement learning model that learns by running multiple copies of training threads in parallel

and updates a shared set of model parameters in an asynchronous manner. It has been shown that

these parallel training threads stabilize each other, achieving the state-of-the-art performance in

the video-game domain. We use a similar training protocol as A3C. However, rather than running

copies of a single game, each thread runs with a different navigation target. Thus, gradients are

backpropagated from the actor-critic outputs back to the lower-level layers. The scene-specific

layers are updated by gradients from the navigation tasks within the scene, and the generic siamese

layers are updated by all targets.

4.4.5 Network Architectures

The bottom part of the siamese layers are ImageNet-pretrained ResNet-50 [91] layers (truncated

the softmax layer) that produce 2048-d features on a 224⇥ 224⇥ 3 RGB image. We freeze these

ResNet parameters during training. We concatenate features of 4 history frames to account for

the agent’s past motions. These 8192-d output vectors from both streams are projected into the

512-d embedding space. The fusion layer takes a 1024-d concatenated embedding of the state

and the target, generating a 512-d joint representation. This vector is further passed through two

fully-connected scene-specific layers, producing 4 policy outputs (i.e., probability over actions) and

a single value output. We train this network with a shared RMSProp optimizer of learning rate

7⇥10�4.

4.5 Experiments

Our main objective for target-driven navigation is to find the shortest trajectories from the current

location to the target. We first evaluate our model with baseline navigation models that are based on

heuristics and standard deep RL models. One major advantage of our proposed model is the ability

to generalize to new scenes and new targets. We conduct two additional experiments to evaluate

the ability of our model to transfer knowledge across targets and across scenes. Also, we show an

extension of our model to continuous space. Lastly, we demonstrate the performance of our model
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in a complex real setting using a real robot.

4.5.1 Navigation Results

We implement our models in Tensorflow [1] and train them on an Nvidia GeForce GTX Titan X

GPU. We follow the training protocol described in Section 4.4.4 to train our deep siamese actor-

critic model (see Figure 4.4) with 100 threads, each thread learns for a different target. It takes

around 1.25 hours to pass through one million training frames across all threads. We report the

performance as the average number of steps (i.e., average trajectory length) it takes to reach a

target from a random starting point. The navigation performance is reported on 100 different goals

randomly sampled from 20 indoor scenes in our dataset. We compare our final model with heuristic

strategies, standard deep RL models, and variations of our model. The models we compare are:

1. Random walk is the simplest heuristic for navigation. In this baseline model, the agent

randomly draws one out of four actions at each step.

2. Shortest Path provides an upper-bound performance for our navigation model. As we dis-

cretize the walking space by a constant step length (see Section 4.4.2), we can compute the

shortest paths from the starting locations to the target locations. Note that for computing the

shortest path, we have access to the full map of the environment, while the input to our system

is just an RGB image.

3. A3C [160] is an asynchronous advantage actor-critic model that achieves the state-of-the-art

results in Atari games. Empirical results show that using more threads improves the data

efficiency during training. We thus evaluate A3C model in two setups, where we use 1 thread

and 4 threads to train for each target.

4. One-step Q [160] is an asynchronous variant of deep Q-network [161].

5. Target-driven single branch is a variation of our deep siamese model that does not have

scene-specific branches. In this case, all targets will use and update the same scene-specific

parameters, including two FC layers and the policy/value output layers.

6. Target-driven final is our deep siamese actor-critic model introduced in Section 6.4.

For all learning models, we report their performances after being trained with 100M frames

(across all threads). The performance is measured by the average trajectory length (i.e., number
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Figure 4.5: Data efficiency of training. Our model learns better navigation policies compared to the
state-of-the-art A3C methods [160] after 100M training frames.

of steps taken) over all targets. An episode ends when either the agent reaches the target, or after

it takes 10,000 steps. For each target, we randomly initialize the agent’s starting locations, and

evaluate 10 episodes. The results are listed in Table 4.1.

Table 4.1: Performance of Target-driven Methods and Baselines

Type Method Avg. Trajectory Length
Heuristic Random walk 2744.3

Shortest path 17.6
Purpose-built RL One-step Q 2539.2

A3C (1 thread) 1241.3
A3C (4 threads) 723.5

Target-driven RL Single branch 581.6
(Ours) Final 210.7

We analyze the data efficiency of several deep RL models with the learning curves in Fig-

ure 4.5. Q-learning suffers from slow convergence. A3C performs better than Q-learning; plus,

increasing the number of actor-learning threads per target from 1 to 4 improves learning efficiency.

Our proposed target-driven navigation model significantly outperforms standard deep RL models

with 100M frames for training. We hypothesize that this is because both the weight sharing scheme

across targets and the asynchronous training protocol facilitate learning generalizable knowledge.
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In contrast, purpose-built RL models are less data-efficient, as there is no straightforward mecha-

nism to share information across different scenes or targets. The average trajectory length of the

final model is three times shorter than the one of the single branch model. It justifies the use of

scene-specific layers, as it captures particular characteristics of a scene that may vary across scene

instances.

Figure 4.6: t-SNE embeddings of observations in a living room scene. We highlight four observation
examples in the projected 2D space and their corresponding locations in the scene (bird’s-eye view
on the right). This figure shows that our model has learned observation embeddings while preserving
their relative spatial layout.

To understand what the model learns, we examine the embeddings learned by generic siamese

layers. Figure 4.6 shows t-SNE visualization [241] of embedding vectors computed from observa-

tions at different locations at four different orientations. We observe notable spatial correspondence

between the spatial arrangement of these embedding vectors and their corresponding t-SNE pro-

jections. We therefore hypothesize that the model learns to project observation images into the

embedding space while preserving their spatial configuration. To validate this hypothesis, we com-

pare the distance of pairwise projected embeddings and the distance of their corresponding scene

coordinates. The Pearson correlation coefficient is 0.62 with p-value less than 0.001, indicating that

the embedding space preserves information of the original locations of observations. This means

that the model learns a rough map of the environment and has the capability of localization with
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Figure 4.7: Target generalization. Each histogram group reports the success rate of navigation to
new targets with certain number of trained targets. The four bars in each group indicate the impact
of adjacency between the trained and new targets on generalization performance.

respect to this map.

4.5.2 Generalization Across Targets

In addition to the data efficiency of our target-driven RL models, it has the built-in ability to gen-

eralize, which is a significant advantage over the purpose-built baseline models. We evaluate its

generalization ability in two aspects: 1. generalizing to new targets within a scene, and 2. gener-

alizing to new scenes. We focus on generalization across targets in this section, and explain scene

generalization in the next section.

We test the model to navigate to new targets. These targets are not trained, but they might

share common routes with trained targets, thus allowing knowledge to transfer. We take 10 of the

largest scenes in our dataset, each having around 15 targets. We gradually increase the number of

trained targets (from 1, 2, 4 to 8) using our target-driven model. All models are trained with 20M

frames. During testing, we run 100 episodes for each of 10 new targets. These new targets are

randomly chosen from a set of locations that have a constant distance (1, 2, 4 and 8 steps) from the

nearest trained targets. The results are illustrated in Figure 4.7. We use success rate (percentage

of trajectories shorter than 500 steps) to measure the performance. We choose this metric due to

the bipolar behavior of our model on new targets – it either reaches the new targets quickly, or fails
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completely. Thus, this metric is more effective than average trajectory lengths. In Figure 4.7, we

observe a consistent trend of increasing success rate, as we increase the number of trained targets

(x-axis). Inside each histogram group, the success rate positively correlates with adjacency between

trained and new targets. It indicates that the model has a clearer understanding of nearby regions

around the trained targets than distant locations.

4.5.3 Generalization Across Scenes

We further evaluate our model’s ability to generalize across scenes. As the generic siamese layers

are shared over all scenes, we examine the possibility of transferring knowledge from these layers

to new scenes. Furthermore, we study how the number of trained scenes would influence the trans-

ferability of generic layer parameters. We gradually increase the number of trained scenes from 1

to 16, and test on 4 unseen scenes. We select 5 random targets from each scene for training and

testing. To adapt to unseen scenes, we train the scene-specific layers while fixing generic siamese

layers. Figure 4.8 shows the results. We observe faster convergence as the number of trained scenes

grows. Compared to training from scratch, transferring generic layers significantly improves data

efficiency for learning in new environments. We also evaluate the single branch model in the same

setup. As the single branch model includes a single scene-specific layer, we can apply a trained

model (trained on 16 scenes) to new scenes without extra training. However, it results in worse

performance than chance, indicating the importance of adapting scene-specific layers. The single

branch model leads to slightly faster convergence than training from scratch, yet far slower than our

final model.

4.5.4 Continuous Space

The space discretization eliminates the need for handling complex system dynamics, such as noise

in motor control. In this section, we show empirical results that the same model is capable of coping

with more challenging continuous space.

To illustrate this, we train the same target-driven model for a door-finding task in a large living

room scene, where the goal is to arrive at the balcony through a door. We use the same 4 actions

as before (see Section 4.4.2); however, the agent’s moves and turns are controlled by the physics

engine. In this case, the method should explicitly handle forces and collisions, as the agent may

be stopped by obstacles or slide along heavy objects. Although this setting requires significantly

more training frames (around 50M) to train for a single target, the same model learns to reach the
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Figure 4.8: Scene generalization. We compare the data efficiency for adapting trained navigation
models to unseen scenes. As the number of trained scene instances increases, fine-tuning the scene-
specific layers becomes faster.

door in average 15 steps, whereas random agents take 719 steps on average. We provide sample test

episodes in the video: https://youtu.be/SmBxMDiOrvs.

4.5.5 Robot Experiment

To validate the generalization of our method to real world settings, we perform an experiment by

using a SCITOS mobile robot modified by [35] (see Figure 4.9). We train our model in three

different settings: 1) training on real images from scratch; 2) training only scene-specific layers

while freezing generic layer parameters trained on 20 simulated scenes; and 3) training scene-

specific layers and fine-tuning generic layer parameters.

We train our model (with backward action disabled) on 28 discrete locations in the scene, which

are roughly 30 inches apart from each other in each dimension. At each location, the robot takes 4

RGB images (90 degrees apart) using its head camera. During testing, the robot moves and turns

based on the model’s predictions. We evaluate the robot with two targets in the room: door and

microwave. Although the model is trained on a discretized space, it exhibits robustness towards

random starting points, noisy dynamics, varying step lengths, changes in illumination and object

layouts, etc. Example test episodes are provided in the video. All three setups converge to nearly-

optimal policy due to the small scale of the real scene. However, we find that transferring and

fine-tuning parameters from simulation to real data offers the fastest convergence out of these three

https://youtu.be/SmBxMDiOrvs
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Figure 4.9: Robot experiment setup. Our experiments are conducted on a SCITOS mobile robot.
On the left, we show a picture of the SCITOS robot. On the right, we show the test environment
and one target (microwave) that we have used for evaluation.

setups (44% faster than training from scratch). This provides supportive evidence on the value

of simulations in learning real-world interactions and shows the possibility of generalization from

simulation to real images using a small amount of fine-tuning.

4.6 Discussions

In this chapter, we proposed a deep reinforcement learning (DRL) framework for target-driven

visual navigation. The state-of-the-art DRL methods are typically applied to video games and en-

vironments that do not mimic the distribution of natural images. This work is a step towards more

realistic settings.

The state-of-the-art DRL methods have some limitations that prevent them from being applied

to realistic settings. In this work we have addressed some of these limitations. We addressed

generalization across targets and across scenes, improved data efficiency compared to the state-

of-the-art DRL methods, and provided the AI2-THOR framework that enables inexpensive and

efficient collection of action and interaction data.

Our experiments showed that our method generalizes to new targets and scenes that are not used

during the end-to-end training of the model. We also showed our method converges with much

fewer training samples compared to the state-of-the-art DRL methods. Furthermore, we showed

that the method works in both discrete and continuous domains. We also showed that a model that
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is trained on simulation can be adapted to a real robot with a small amount of fine-tuning. We pro-

vided visualizations that show that our DRL method implicitly performs localization and mapping.

Finally, our method is end-to-end trainable. Unlike the common visual navigation methods, it does

not require explicit feature matching or 3D reconstruction of the environment.



Chapter 5

Visual Semantic Planning

5.1 Introduction

Humans demonstrate levels of visual understanding that go well beyond current formulations of

mainstream vision tasks (e.g., object detection, scene recognition, image segmentation). A key

element to visual intelligence is the ability to interact with the environment and plan a sequence

of actions to achieve specific goals; This, in fact, is central to the survival of agents in dynamic

environments [6, 171].

Visual semantic planning, the task of interacting with a visual world and predicting a sequence of

actions that achieves a desired goal, involves addressing several challenging problems. For example,

imagine the simple task of putting the bowl in the microwave in the visual dynamic

environment depicted in Figure 5.1. A successful plan involves first finding the bowl, navigating to

it, then grabbing it, followed by finding and navigating to the microwave, opening the microwave,

and finally putting the bowl in the microwave.

The first challenge in visual planning is that performing each of the above actions in a visual

dynamic environment requires deep visual understanding of that environment, including the set

of possible actions, their preconditions and effects, and object affordances. For example, to open

a microwave an agent needs to know that it should be in front of the microwave, and it should

be aware of the state of the microwave and not try to open an already opened microwave. Long

explorations that are required for some tasks imposes the second challenge. The variability of

visual observations and possible actions makes naı̈ve exploration intractable. To find a cup, the

agent might need to search several cabinets one by one. The third challenge is emitting a sequence

of actions such that the agent ends in the goal state and the effects of the preceding actions meet

56
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Figure 5.1: Given a task and an initial configuration of a scene, our agent learns to interact with the
scene and predict a sequence of actions to achieve the goal based on visual inputs.

the preconditions of the proceeding ones. Finally, a satisfactory solution to visual planning should

enable cross task transfer; previous knowledge about one task should make it easier to learn the next

one. This is the fourth challenge.

In this chapter, we address visual planning as a policy learning problem. We mainly focus on

high-level actions and do not take into account the low-level details of motor control and motion

planning. Visual Semantic Planning (VSP) is the task of predicting a sequence of semantic actions

that moves an agent from a random initial state in a visual dynamic environment to a given goal

state.

To address the first challenge, one needs to find a way to represent the required knowledge of

objects, actions, and the visual environment. One possible way is to learn these from still images

or videos [58, 240, 251]. But we argue that learning high-level knowledge about actions and their

preconditions and effects requires an active and prolonged interaction with the environment. We

take an interaction-centric approach where we learn this knowledge through interacting with the

visual dynamic environment. Learning by interaction on real robots has limited scalability due to the

complexity and cost of robotics systems [187, 188, 231]. A common treatment is to use simulation

as mental rehearsal before real-world deployment [17, 112, 138, 259, 271]. For this purpose, we

use the THOR framework [271], extending it to enable interactions with objects, where an action is

specified as its pre- and post-conditions in a formal language.

To address the second and third challenges, we cast VSP as a policy learning problem, typically
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tackled by reinforcement learning [51, 80, 116, 146, 161, 219]. To deal with the large action space

and delayed rewards, we use imitation learning to bootstrap reinforcement learning and to guide

exploration. To address the fourth challenge of cross task generalization [133], we develop a deep

predictive model based on successor representations [41, 130] that decouple environment dynamics

and task rewards, such that knowledge from trained tasks can be transferred to new tasks with

theoretical guarantees [13].

In summary, we address the problem of visual semantic planning and propose an interaction-

centric solution. Our proposed model obtains near optimal results across a spectrum of tasks in the

challenging THOR environment. Our results also show that our deep successor representation offers

crucial transferability properties. Finally, our qualitative results show that our learned representation

can encode visual knowledge of objects, actions, and environments.

5.2 Related Work

Task planning. Task-level planning [50, 62, 108, 226, 227] addresses the problem of finding a high-

level plan for performing a task. These methods typically work with high-level formal languages

and low-dimensional state spaces. In contrast, visual semantic planning is particularly challenging

due to the high dimensionality and partial observability of visual input. In addition, our method

facilitates generalization across tasks, while previous methods are typically designed for a specific

environment and task.

Perception and interaction. Our work integrates perception and interaction, where an agent ac-

tively interfaces with the environment to learn policies that map pixels to actions. The synergy

between perception and interaction has drawn an increasing interest in the vision and robotics

community. Recent work has enabled faster learning and produced more robust visual represen-

tations [3, 153, 187] through interaction. Some early successes have been shown in physical under-

standing [47, 138, 143, 163] by interacting with an environment.

Deep reinforcement learning. Recent work in reinforcement learning has started to exploit the

power of deep neural networks. Deep RL methods have shown success in several domains such as

video games [161], board games [219], and continuous control [146]. Model-free RL methods (e.g.,

[146, 160, 161]) aim at learning to behave solely from actions and their environment feedback; while

model-based RL approaches (e.g., [46, 212, 233]) also estimate a environment model. Successor

representation (SR), proposed by Dayan [41], can be considered as a hybrid approach of model-

based and model-free RL. Barreto et al. [13] derived a bound on value functions of an optimal
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Figure 5.2: Example images that demonstrate the state changes before and after an object interaction
from each of the six action types in our framework. Each action changes the visual state and certain
actions may enable further interactions such as opening the fridge before taking an object from it.

policy when transferring policies using successor representations. Kulkarni et al. [130] proposed

a method to learn deep successor features. In this work, we propose a new SR architecture with

significantly reduced parameters, especially in large action spaces, to facilitate model convergence.

We propose to first train the model with imitation learning and fine-tune with RL. It enables us to

perform more realistic tasks and offers significant benefits for transfer learning to new tasks.

Learning from demonstrations. Expert demonstrations offer a source of supervision in tasks

which must usually be learned with copious random exploration. A line of work interleaves policy

execution and learning from expert demonstration that has achieved good practical results [39, 201].

Recent works have employed a series of new techniques for imitation learning, such as generative

adversarial networks [95, 144], Monte Carlo tree search [82] and guided policy search [140], which

learn end-to-end policies from pixels to actions.

Synthetic data for visual tasks. Computer games and simulated platforms have been used for

training perceptual tasks, such as semantic segmentation [87], pedestrian detection [156], pose es-

timation [177], and urban driving [33, 197, 200, 218]. In robotics, there is a long history of using

simulated environments for learning and testing before real-world deployment [119]. Several inter-

active platforms have been proposed for learning control with visual inputs [17, 112, 138, 259, 271].

Among these, THOR [271] provides high-quality realistic indoor scenes. Our work extends THOR

with a new set of actions and the integration of a planner.
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5.3 Extending the AI2-THOR Framework

To enable interactions with objects and with the environment, we extend the AI2-THOR frame-

work [271], which has been used for learning visual navigation tasks. Our extension includes new

object states, and a discrete description of the scene in a planning language [62].

5.3.1 Scenes

In this work, we focus on kitchen scenes, as they allow for a variety of tasks with objects from

many categories. Our extended THOR framework consists of 10 individual kitchen scenes. Each

scene contains an average of 53 distinct objects with which the agent can interact. The scenes are

developed using the Unity 3D game engine.

5.3.2 Objects and Actions

We categorize the objects by their affordances [75], i.e., the plausible set of actions that can be

performed. For the tasks of interest, we focus on two types of objects: 1) items that are small objects

(mug, apple, etc.) which can be picked up, held, and moved by the agent to various locations in the

scene, and 2) receptacles that are large objects (table, sink, etc.) which are stationary and can hold a

fixed capacity of items. A subset of receptacles, such as fridges and cabinets, are containers. These

containers have doors that can be opened and closed. The agent can only put an item in a container

when it is open. We assume that the agent can hold at most one item at any point. We further define

the following actions to interact with the objects:

1. Navigate {receptacle}: moving from the current location of the agent to a location near the

receptacle;

2. Open {container}: opening the door of a container in front of an agent;

3. Close {container}: closing the door of a container in front of an agent;

4. Pick Up {item}: picking up an item in field of view;

5. Put {receptacle}: putting a held item in the receptacle;

6. Look Up and Look Down: tilting the agent’s gaze 30 degrees up or down.

In summary, we have six action types, each taking a corresponding type of action arguments. The

combination of actions and arguments results in a large action set of 80 per scene on average.

Figure 5.2 illustrates example scenes and the six types of actions in our framework. Our definition

of action space makes two important abstractions to make learning tractable: 1) it abstracts away
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from navigation, which can be tackled by a subroutine using existing methods such as [271]; and 2)

it allows the model to learn with semantic actions, abstracting away from continuous motions, e.g.,

the physical movement of a robot arm to grasp an object. A common treatment for this abstraction

is to “fill in the gaps” between semantic actions with callouts to a continuous motion planner [108,

226]. It is evident that not all actions can be performed in every situation. For example, the agent

cannot pick up an item when it is out of sight, or put a tomato into fridge when the fridge door is

closed. To address these requirements, we specify the pre-conditions and effects of actions. Next

we introduce an approach to declaring them as logical rules in a planning language. These rules are

only encoded in the environment but not exposed to the agent. Hence, the agent must learn them

through interaction.

5.3.3 Planning Language

The problem of generating a sequence of actions that leads to the goal state has been formally stud-

ied in the field of automated planning [74]. Planning languages offer a standard way of expressing

an automated planning problem instance, which can be solved by an off-the-shelf planner. We use

STRIPS [62] as the planning language to describe our visual planning problem.

In STRIPS, a planning problem is composed of a description of an initial state, a specification

of the goal state(s), and a set of actions. In visual planning, the initial state corresponds to the initial

configuration of the scene. The specification of the goal state is a boolean function that returns true

on states where the task is completed. Each action is defined by its precondition (conditions that

must be satisfied before the action is performed) and postcondition (changes caused by the action).

The STRIPS formulation enables us to define the rules of the scene, such as object affordances and

causality of actions.

5.4 Model

We first outline the basics of policy learning in Section 5.4.1. Next we formulate the visual semantic

planning problem as a policy learning problem and describe our model based on successor repre-

sentation. Later we propose two protocols of training this model using imitation learning (IL) and

reinforcement learning (RL). To this end, we use IL to bootstrap our model and use RL to further

improve its performance.
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Figure 5.3: Overview of the network architecture of our successor representation (SR) model. Our
network takes in the current state as well as a specific action and predicts an immediate reward ra,s

as well as a discounted future reward Qa,s, performing this evaluation for each action. The learned
policy p takes the argmax over all Q values as its chosen action.

5.4.1 Successor Representation

We formulate the agent’s interactions with an environment as a Markov Decision Process (MDP),

which can be specified by a tuple (S ,A , p,r,g). S and A are the sets of states and actions.

For s 2 S and a 2 A , p(s0|s,a) defines the probability of transiting from the state s to the next

state s
0 2S by taking action a. r(s,a) is a real-value function that defines the expected immediate

reward of taking action a in state s. For a state-action trajectory, we define the future discounted

return R = Â•
i=0 g i

r(si,ai), where g 2 [0,1] is the discount factor, which trades off the importance of

immediate rewards versus future rewards.

A policy p : S ! A defines a mapping from states to actions. The goal of policy learning

is to find the optimal policy p⇤ that maximizes the future discounted return R starting from state

s0 and following the policy p⇤. Instead of directly optimizing a parameterized policy, we take a

value-based approach. We define a state-action value function Q
p : S ⇥A ! R under a policy p:

Q
p(s,a) = E

p [R|s0 = s,a0 = a], (5.1)
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i.e., the expected episode return starting from state s, taking action a, and following policy p . The

Q value of the optimal policy p⇤ obeys the Bellman equation [231]:

Q
p⇤(s,a) = E

p⇤ [r(s,a)+ g max
a0

Q(s0,a0)] (5.2)

In deep Q networks [161], Q functions are approximated by a neural network Q(s,a|q), and can be

trained by minimizing the `2-distance between both sides of the Bellman equation in Equation (5.2).

Once we learn Q
p⇤ , the optimal action at state s can be selected by a

⇤ = argmaxa Q
p⇤(s,a).

Successor representation (SR), proposed by Dayan [41], uses a similar value-based formulation

for policy learning. It differs from traditional Q learning by factoring the value function into a dot

product of two components: a reward predictor vector w and a predictive successor feature y(s,a).

To derive the SR formulation, we start by factoring the immediate rewards such that

r(s,a) = f(s,a)T w, (5.3)

where f(s,a) is a state-action feature. We expand Equation (5.1) using this reward factorization:

Q
p(s,a) = E

p [
•

Â
i=0

g i
r(si,ai)|s0 = s,a0 = a]

= E
p [

•

Â
i=0

g if(si,ai)
T w|s0 = s,a0 = a]

= E
p [

•

Â
i=0

g if(si,ai)|s0 = s,a0 = a]T w

= yp(s,a)T w (5.4)

We refer to y(s,a)p =E
p [Â•

i=0 g ifs,a|s0 = s,a0 = a] as the successor features of the pair (s,a) under

policy p .

Intuitively, the successor feature yp(s,a) summarizes the environment dynamics under a policy

p in a state-action feature space, which can be interpreted as the expected future “feature occu-

pancy”. The reward predictor vector w induces the structure of the reward functions, which can

be considered as an embedding of a task. Such decompositions have been shown to offer several

advantages, such as being adaptive to changes in distal rewards and apt to option discovery [130].

A theoretical result derived by Barreto et al.implies a bound on performance guarantee when the

agent transfers a policy from a task t to a similar task t
0, where task similarity is determined by

the `2-distance of the corresponding w vectors between these two tasks t and t
0 [13]. Successor



CHAPTER 5. VISUAL SEMANTIC PLANNING 64

representation thus provides a generic framework for policy transfer in reinforcement learning.

5.4.2 Deep Successor Model

We formulate the problem of visual semantic planning as a policy learning problem. Formally, we

denote a task by a Boolean function t : S ! {0,1}, where a state s completes the task t iff t(s) = 1.

The goal is to find an optimal policy p⇤, such that given an initial state s0, p⇤ generates a state-action

trajectory T = {(si,ai) | i = 0 . . .T} that maximizes the sum of immediate rewards ÂT�1
i=0 r(si,ai),

where t(s0...T�1) = 0 and t(sT ) = 1.

We parameterize such a policy using the successor representation (SR) model from the previous

section. We develop a new neural network architecture to learn f , y and w. The network archi-

tecture is illustrated in Figure 5.3. In THOR, the agent’s observations come from a first-person

RGB camera. We also pass the agent’s internal state as input, expressed by one-hot encodings of

the held object in its inventory. The action space is described in Section 5.3.2. We start by com-

puting embedding vectors for the states and the actions. The image is passed through a 3-layer

convolutional encoder, and the internal state through a 2-layer MLP, producing a state embedding

µs = f (s;qcnn,qint). The action a = [atype,aarg] is encoded as one-hot vectors and passed through

a 2-layer MLP encoder that produces an action embedding µa = g(atype,aarg;qml p). We fuse the

state and action embeddings and generate the state-action feature fs,a = h(µs,µa;qr) and the suc-

cessor feature ys,a = m(µs,µa;qq) in two branches. The network predicts the immediate reward

rs,a = f T

s,aw and the Q value under the current policy Qs,a = yT

s,aw using the decomposition from

Equation (5.3) and (5.4).

5.4.3 Imitation Learning

Our SR-based policy can be learned in two fashions. First, it can be trained by imitation learning

(IL) under the supervision of the trajectories of an optimal planner. Second, it can be learned by

trial and error using reinforcement learning (RL). In practice, we find that the large action space

in THOR makes RL from scratch intractable due to the challenge of exploration. The best model

performance is produced by IL bootstrapping followed by RL fine-tuning. Given a task, we generate

a state-action trajectory:

T = {(s0,a0),{(s1,a1), . . . ,(sT�1,aT�1),(sT , /0)} (5.5)
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Figure 5.4: We use a planner to generate a trajectory from an initial state-action pair (s0,a0) to a goal
state sT . We describe each scene in a STRIPS-based planning language, where actions are specified
by their pre- and post-conditions (see Section 5.3.3). We perform input remapping, illustrated in the
blue box, to obtain the image-action pairs from the trajectory as training data. After performing an
action, we update the plan and repeat.

using the planner from the initial state-action pair (s0,a0) to the goal state sT (no action is performed

at terminal states). This trajectory is generated on a low-dimensional state representation in the

STRIPS planner (Section 5.3.3). Each low-dimensional state corresponds to an RGB image, i.e.,

the agent’s visual observation. During training, we perform input remapping to supervise the model

with image-action pairs rather than feeding the low-dimensional planner states to the network. To

fully explore the state space, we take planner actions as well as random actions off the optimal

plan. After each action, we recompute the trajectory. This process of generating training data from

a planner is illustrated in Figure 5.4. Each state-action pair is associated with a true immediate

reward r̂s,a. We use the mean squared loss function to minimize the error of reward prediction:

Lr =
1
T

T�1

Â
i=0

(r̂s,a�f T

s,aw)2. (5.6)

Following the REINFORCE rule [231], we use the discounted return along the trajectory T as an

unbiased estimate of the true Q value: Q̂s,a ⇡ÂT�1
i=0 g i

r̂s,a. We use the mean squared loss to minimize

the error of Q prediction:

LQ = (Q̂s,a�yT

s,aw)2 (5.7)
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The final loss on the planner trajectory T is the sum of the reward loss and the Q loss: LT =

Lr +LQ. Using this loss signal, we train the whole SR network on a large collection of planner

trajectories starting from random initial states.

5.4.4 Reinforcement Learning

When training our SR model using RL, we can still use the mean squared loss in Equation (5.6) to

supervise the learning of reward prediction branch for f and w. However, in absence of expert tra-

jectories, we would need an iterative way to learn the successor features y . Rewriting the Bellman

equation in Equation (5.2) with the SR factorization, we can obtain an equality on f and y:

yp⇤(s,a) = E
p⇤ [f(s,a)+ gy(s0,a0)] (5.8)

where a
0 = argmaxa y(s0,a)T w. Similar to DQN [161], we minimize the `2-loss between both sides

of Equation (5.8):

LSR = E
p [(fs,a + gys0,a0 �yp

s,a)
2] (5.9)

We use a similar procedure to Kulkarni et al. [130] to train our SR model. The model alternates

training between the reward branch and the SR branch. At each iteration, a mini-batch is randomly

drawn from a replay buffer of past experiences [161] to perform one SGD update.

5.4.5 Transfer with Successor Features

A major advantage of successor features is its ability to transfer across tasks by exploiting the

structure shared by the tasks. Given a fixed state-action representation f , let Mf be the set of all

possible MDPs induced by f and all instantiations of the reward prediction vectors w. Assume that

p⇤
i

is the optimal policy of the i-th task in the set {Mi 2 Mf |i = 1, . . .n}. Let Mn+1 to be a new

task. We denote Q
p⇤

i

n+1 as the value function of executing the optimal policy of the task Mi on the

new task Mn+1, and Q̃
p⇤

i

n+1 as an approximation of Q
p⇤

i

n+1 by our SR model. Given a bound on the

approximations such that

|Qp⇤
i

n+1(s,a)� Q̃
p⇤

i

n+1(s,a)| e 8s 2S ,a 2A , i = 1, . . . ,n,

we define a policy p 0 for the new task Mn+1 using Q̃1,...,n, where p 0(s) = argmaxa maxi Q̃
p⇤

i

n+1(s,a).

Theorem 2 in Barreto et al. [13] implies a bound of the gap between value functions of the optimal
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policy p⇤
n+1 and the policy p 0:

Q
p⇤

n+1
n+1 (s,a)�Q

p 0
n+1(s,a) 2fm

1� g
(min

i

||wi�wn+1||+ e),

where fm = maxs,a ||f(s,a)||. This result serves the theoretical foundation of policy transfer in our

SR model. In practice, when transferring to a new task while the scene dynamics remain the same,

we freeze all model parameters except the single vector w. This way, the policy of the new task can

be learned with substantially higher sample efficiency than training a new network from scratch.

5.4.6 Implementation Details

We feed a history of the past four observations, converted to grayscale, to account for the agent’s

motions. We use a time cost of �0.01 to encourage shorter plans and a task completion reward

of 10.0. We train our model with imitation learning for 500k iterations with a batch size of 32,

and a learning rate of 1e-4. We also include the successor loss in Equation (5.9) during imitation

learning, which helps learn better successor features. We subsequently fine-tune the network with

reinforcement learning with 10,000 episodes.

5.5 Experiments

We evaluate our model using the extended THOR framework on a variety of household tasks.

We compare our method against standard reinforcement learning techniques as well as with non-

successor based deep models. The tasks compare the different methods’ abilities to learn across

varying time horizons. We also demonstrate the SR network’s ability to efficiently adapt to new

tasks. Finally, we show that our model can learn a notion of object affordance by interacting with

the scene.

5.5.1 Quantitative Evaluation

We examine the effectiveness of our model and baseline methods on a set of tasks that require three

levels of planning complexity in terms of optimal plan length.

Experiment Setup We explore the two training protocols introduced in Section 5.4 to train our

SR model:

1. RL: we train the model solely based on trial and error, and learn the model parameters with

RL update rules.
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Easy Medium Hard
Success Rate Mean (s ) Episode Length Success Rate Mean (s ) Episode Length Success Rate Mean (s ) Episode Length

Random Action 1.00 696.33 (744.71) 0.00 - 0.04 2827.08 (927.84)
Random Valid Action 1.00 64.03 (68.04) 0.02 3897.50 (548.50) 0.36 2194.83 (1401.72)
A3C [160] 0.96 101.12 (151.04) 0.00 - 0.04 2674.29 (4370.40)
CLS-MLP 1.00 2.42 (0.70) 0.65 256.32 (700.78) 0.65 475.86 (806.42)
CLS-LSTM 1.00 2.86 (0.37) 0.80 314.05 (606.25) 0.66 136.94 (523.60)
SR IL (ours) 1.00 2.70 (1.06) 0.80 32.32 (29.22) 0.65 34.25 (63.81)
SR IL + RL (ours) 1.00 2.57 (1.04) 0.80 26.56 (3.85) - -
Optimal planner 1.00 2.36 (1.04) 1.00 12.10 (6.16) 1.00 14.13 (9.09)

Table 5.1: Results of evaluating the model on the easy, medium, and hard tasks. For each task,
we evaluate how many out of the 100 episodes were completed (success rate) and the mean and
standard deviation for successful episode lengths. The numbers in parentheses show the standard
deviations. We do not fine-tune our SR IL model for the hard task.

2. IL: we use the planner to generate optimal trajectories starting from a large collection of

random initial state-action pairs. We use the imitation learning methods to train the networks

using supervised losses.

Empirically, we find that training with reinforcement learning from scratch cannot handle the

large action space. Thus, we report the performance of our SR model trained with imitation learning

(SR IL) as well as with additional reinforcement learning fine-tuning (SR IL + RL).

We compare our SR model with the state-of-the-art deep RL model, A3C [160], which is an

advantage-based actor-critic method that allows the agent to learn from multiple copies of simula-

tion while updating a single model in an asynchronous fashion. A3C establishes a strong baseline

for reinforcement learning. We further use the same architecture to obtain two imitation learning

(behavior cloning) baselines. We use the same A3C network structure to train a softmax classifier

that predicts the planner actions given an input. The network predicts both the action types (e.g.,

Put) and the action arguments (e.g., apple). We call this baseline CLS-MLP. We also investigate

the role of memory in these models. To do this, we add an extra LSTM layer to the network before

action outputs, called CLS-LSTM. We also include simple agents that take random actions and take

random valid actions at each time step.

Levels of task difficulty We evaluate all of the models with three levels of task difficulty based

on the length of the optimal plans and the source of randomization:

1. Level 1 (Easy): Navigate to a container and toggle its state. A sample task would be go to

the microwave and open it if it is closed, close it otherwise.

The initial location of the agent and all container states are randomized. This task requires

identifying object states and reasoning about action preconditions.
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2. Level 2 (Medium): Navigate to multiple receptacles, collect items, and deposit them in a

receptacle. A sample task here is pick up three mugs from three cabinets

and put them in the sink. Here we randomize the agent’s initial location, while

the item locations are fixed. This task requires a long trajectory of correct actions to complete

the goal.

3. Level 3 (Hard): Search for an item and put it in a receptacle. An example task is find the

apple and put it in the fridge. We randomize the agent’s location as well as

the location of all items. This task is especially difficult as it requires longer-term memory to

account for partial observability, such as which cabinets have previously been checked.

We evaluate all of the models on 10 easy tasks, 8 medium tasks, and 7 hard tasks, each across 100

episodes. Each episode terminates when a goal state is reached. We consider an episode fails if it

does not reach any goal state within 5,000 actions. We report the episode success rate and mean

episode length as the performance metrics. We exclude these failed episodes in the mean episode

length metric. For the easy and medium tasks, we train the imitation learning models to mimic the

optimal plans. However for the hard tasks, imitating the optimal plan is infeasible, as the location of

the object is uncertain. In this case, the target object is likely to hide in a cabinet or a fridge which

the agent cannot see. Therefore, we train the models to imitate a plan which searches for the object

from all the receptacles in a fixed order. For the same reason, we do not perform RL fine-tuning for

the hard tasks.

Table 5.1 summarizes the results of these experiments. Pure RL-based methods struggle with

the medium and hard tasks because the action space is so large that naı̈ve exploration rarely, if ever,

succeeds. Comparing CLS-MLP and CLS-LSTM, adding memory to the agent helps improving

success rate on medium tasks as well as completing tasks with shorter trajectories in hard tasks.

Overall, the SR methods outperform the baselines across all three task difficulties. Fine-tuning the

SR IL model with reinforcement learning further reduces the number of steps towards the goal.

5.5.2 Task Transfer

One major benefit of the successor representation decomposition is its ability to transfer to new

tasks while only retraining the reward prediction vector w, while freezing the successor features.

We examine the sample efficiency of adapting a trained SR model on multiple novel tasks in the

same scene. We examine policy transfer in the hard tasks, as the scene dynamics of the searching

policy retains, even when the objects to be searched vary. We evaluate the speed at which the SR



CHAPTER 5. VISUAL SEMANTIC PLANNING 70

Figure 5.5: We compare updating w with retraining the whole network for new hard tasks in the
same scene. By using successor features, we can quickly learn an accurate policy for the new item.
Bar charts correspond to the episode success rates, and line plots correspond to successful action
rate.

model converges on a new task by fine-tuning the w vector versus training the model from scratch.

We take a policy for searching a bowl in the scene and substituting four new items (lettuce, egg,

container, and apple) in each new task. Figure 5.5 shows the episode success rates (bar chart) and

the successful action rate (line plot). By fine-tuning w, the model quickly adapts to new tasks,

yielding both high episode success rate and successful action rate. In contrast, the model trained

from scratch takes substantially longer to converge. We also experiment with fine-tuning the entire

model, and it suffers from similar slow convergence.

5.5.3 Learning Affordances

An agent in an interactive environment needs to be able to reason about the causal effects of ac-

tions. We expect our SR model to learn the pre- and post-conditions of actions through interaction,

such that it develops a notion of affordance [75], i.e., which actions can be performed under a cir-

cumstance. In the real world, such knowledge could help prevent damages to the agent and the

environment caused by unexpected or invalid actions.

We first evaluate each network’s ability to implicitly learn affordances when trained on the tasks

in Section 5.5.1. In these tasks, we penalize unnecessary actions with a small time penalty, but

we do not explicitly tell the network which actions succeed and which fail. Figure 5.6 illustrates
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Figure 5.6: We compare the different models’ likelihood of performing a successful action during
execution. A3C suffers from the large action space due to naı̈ve exploration. Imitation learning
models are capable of differentiating between successful and unsuccessful actions because the su-
pervised loss discourages the selection of unsuccessful actions.

that a standard reinforcement learning method cannot filter out unnecessary actions especially given

delayed rewards. Imitation learning methods produce significantly fewer failed actions because they

can directly evaluate whether each action gets them closer to the goal state.

We also analyze the successor network’s capability of explicitly learning affordances. We train

our SR model with reinforcement learning, by executing a completely random policy in the scene.

We define the immediate reward of issuing a successful action as +1.0 and an unsuccessful one

as �1.0. The agent learns in 10,000 episodes. Figure 5.7 shows a t-SNE [152] visualization of

the state-action features fs,a. We see that the network learns to cluster successful state action pairs

(shown in green) separate from unsuccessful pairs (orange). The network achieves an ROC-AUC of

0.91 on predicting immediate rewards over random state-action actions, indicating that the model

can differentiate successful and unsuccessful actions by performing actions and learning from their

outcomes.
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Figure 5.7: Visualization of a t-SNE [152] embedding of the state-action vector fs,a for a random
set of state-action pairs. Successful state-action pairs are shown in green, and unsuccessful pairs
in orange. The two blue circles highlight portions of the embedding with very similar images but
different actions. The network can differentiate successful pairs from unsuccessful ones.

5.6 Discussions

In this chapter, we argue that visual semantic planning is an important next task in computer vision.

Our proposed solution shows promising results in predicting a sequence of actions that change the

current state of the visual world to a desired goal state. We have examined several different tasks

with varying degrees of difficulty and show that our proposed model based on deep successor rep-

resentations achieves near optimal results in the challenging THOR environment. We also show

promising cross-task knowledge transfer results, a crucial component of any generalizable solu-

tion. Our qualitative results show that our learned successor features encode knowledge of object

affordances, and action pre-conditions and post-effects.



Chapter 6

Neural Task Programming

6.1 Introduction

Autonomy in complex manipulation tasks, such as object sorting, assembly, and de-cluttering, re-

quires sequential decision making with prolonged interactions between the robot and the environ-

ment. Planning for a complex task and, vitally, adapting to new task objectives and initial conditions

is a long-standing challenge in robotics [27, 61].

Consider an object sorting task in a warehouse setting — it requires sorting, retrieval from stor-

age, and packing for shipment. Each task is a sequence of primitives, such as pick up, move to,

and drop into, that can be composed into manipulation sub-tasks such as grasping and placing.

This problem has an expansive space of variations, such as different objects-bin maps in sorting,

permutations of sub-tasks, varying length order lists, resulting in a large space of tasks. As a con-

crete example, Figure 6.1(C) shows a simplified setup of the object sorting task. The task is to

transport objects of four categories to four shipping containers. There is a total of 256 possible

mappings between object categories and containers, and the variable number of object instances

further increases the complexity. In this chapter, we attempt to address two challenges in complex

task planning domains, namely (a) learning policies that generalize to new task objectives, and (b)

hierarchical composition of primitives for long-term environment interactions.

We propose Neural Task Programming (NTP), a unified, task-agnostic learning algorithm that

can be applied to a variety of tasks with latent hierarchical structure. The key underlying idea is to

learn reusable representations shared across tasks and domains. NTP interprets a task specification

(Figure 6.1 left) and instantiates a hierarchical policy as a neural program (Figure 6.1 middle), where

the bottom-level programs are primitive actions that are executable in the environment. A task

73
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Figure 6.1: (Top) At test time, NTP instantiates a task-conditional policy (a neural program) that
performs the specified task by interpreting a demonstration of a task. The policy interacts with
the environment through robot APIs. (Bottom) We evaluate NTP on Block Stacking (A,B), Object
Sorting (C, D) and Table Clean-up tasks in both simulated and real environment.

specification is defined as a time-series that describes the procedure and the final objective of a

task. It can either be a task demonstration recorded as a state trajectory, first/third-person video

demonstrations, or even a list of language instructions. In this work, we use task demonstration as

the task specification. We experiment with two forms of task demonstration: location trajectories of

objects that are involved in a task, and a third-person video demonstration of a task. NTP decodes the

objective of a task from the input specification and factorizes it into sub-tasks, interacting with the

environment with closed-loop feedback until the goal is achieved (Figure 6.1 right). Each program

call takes as input the environment observation and a task specification, producing the next sub-

program and a corresponding sub-task specification. The lowest level of the hierarchy is symbolic

actions captured through a Robot API.

This hierarchical decomposition encourages information hiding and modularization, as lower-

level modules only access their corresponding sub-task specifications that pertain to their function-

ality. It prevents the model from learning spurious dependencies on training data, resulting in better

reusability. Essentially, NTP addresses the key challenges in task generalization: meta-learning for

cross-task transfer and hierarchical model to scale to more complex tasks. Hence, NTP builds on the

strengths of neural programming and hierarchical RL while compensating for their shortcomings.

We demonstrate that NTP generalizes to three kinds of variations in task structure: 1) Task

Length: varying number of steps due to the increasing problem size (e.g., having more objects to

transport); 2) Task Topology: the flexible permutations and combinations of sub-tasks to reach the

same end goal (e.g., manipulating objects in different orders); and 3) Task Semantics: the varying
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Figure 6.2: Neural Task Programming (NTP): Given an input program, a task specification, and
the current environment observation, a NTP model predicts the sub-level program to run, the sub-
sequence of the task specification that the sub-level program should take as input, and if the current
program should stop.

task definitions and success conditions (e.g., placing objects into a different container).

We evaluate NTP on three table-top manipulation tasks that require long-term interactions:

Block Stacking, Object Sorting, and Table Clean-up. We evaluate each task in both simulated and

real-robot setups.

Summary of Contributions:
1. Our primary contribution is a novel modeling framework: NTP that enables meta-learning on

hierarchical tasks.

2. We show that NTP enables knowledge transfer and one-shot demonstration based generalization

to novel tasks with increasing lengths, varying topology, and changing semantics without restriction

on initial configurations.

3. We also demonstrate that NTP can be trained with visual input (images and video) end-to-end.

6.2 Related work

Skill Learning. The first challenge is learning policies that adapt to new task objectives. For learn-

ing a single task policy, traditional methods often segment a complex task into hand-engineered state

machine composed of motion primitives [27, 61, 215]. Although the model-based approaches are

well-founded in principle, they require meticulous model specification and task-specific treatment

leading to challenges in scaling. Contrarily, learning-based methods such as reinforcement learn-

ing (RL) have yielded promising results using end-to-end policy learning that obviates the need for

manually designed state representations through data-driven task-salient features [161, 271]. Yet

these methods fall short because they need task-specific reward functions [166].
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Figure 6.3: Sample execution trace of NTP on a block stacking task. The task is to stack lettered
blocks into a specified configuration (block D on top of block E, block B on top of block D,
etc). Top-level program block stacking takes in the entire demonstration as input (red win-
dow), and predicts the next sub-program to run is pick and place, and it should take the part of
task specification marked by the orange window as the input specification. The bottom-level API
call moves the robot and close / open the gripper. When End of Program (EOP) is True, the current
program stops and return its caller program.

Learning from Demonstrations. LfD fills these gaps by avoiding the need to define state machines

or reward functions. The objective in LfD is to learn policies that generalize beyond the provided

examples and are robust to perturbations [10, 119] A common treatment to LfD is to model data as

samples from an expert policy for a fixed task, and use behavior cloning [104, 201] or reward func-

tion approximation [167] to output an expert-like policy for that task. However, learning policies

that generalize to new objectives with LfD remains largely an unexplored problem.

Few-Shot Generalization in LfD. Our work is an instantiation of the decades-old idea of meta-

learning with few examples [60, 247]. It has seen a recent revival in deep learning in part because

it can address the problems above [248]. Our setting resembles learning by demonstration (LfD)

in robotics [19], particularly one-shot imitation [52, 258]. Our method learns to learn from an

input task specification during training. At test time, it generates a policy conditioned on a single

demonstration provided as a time-series showing the task execution. While similar in these aspects,

existing works in both skill learning and LfD are inept at tasks with sparse reward functions and

complex hierarchical structures such as Montezuma’s Revenge [129].

Hierarchical Skill Composition. The second challenge we consider is the hierarchical compo-

sition of primitives to enable long-term robot-environment interaction. The idea of using hier-

archical models for complex tasks has been widely explored in both reinforcement learning and
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robotics [119, 230]. A common treatment to manage task structure complexity is to impose hi-

erarchy onto the learned policy. The options framework composes primitive actions into multi-

step actions, which facilitates policy learning at higher-level semantic and/or temporal abstrac-

tion [67, 232]. Notable examples include structured reinforcement learning methods, especially

hierarchical variants of RL that handle decomposition through multi-stage policies operating over

options [12, 129, 179]. However, the nave use of a hierarchical RL model with ”sub-policies” or

options optimized for a specific task doesn’t guarantee modularity or reusability across task objec-

tives.

The core idea of NTP resonates with recent works on dynamic neural networks, which aim to

learn and reuse primitive network modules. These methods have been successfully applied to several

domains such as robot control [7] and visual question answering [8]. However, they have exhibited

limited generalization ability across tasks. In contrast, we approach the problem of hierarchical task

learning via neural programming to attain modularization and reusability [194]. As a result, our

model achieves significantly better generalization results than non-hierarchical models such as [52].

FSMs and Neural Program Induction. An exciting and non-intuitive insight of this chapter is that

the well-studied Finite State Machine (FSM) model lends itself to learning reusable hierarchical

policies thereby addressing the problem of composability without the need for hand-crafting state

transitions. There have been a few studies learning FSMs from data [76, 127]. In line with the idea,

recent works in neural programming using deep models have enabled symbolic reasoning systems

to be trained end-to-end, which have shown potential to handle multi-modal and raw input/out

data [49, 194] and achieve symbolic generalization [28].

NTP belongs to a family of neural program induction methods, where the goal is to learn a

latent program representation that generates program outputs [49, 194]. While these models have

been shown to generalize on task length, they are tested on basic computational tasks only with lim-

ited generalization to task semantics and topology. Similar to NTP, Neural Programmer-Interpreter

(NPI) [194] has proposed to use a task-agnostic recurrent neural network to represent and execute

programs. In contrast to previous work on neural program induction, NPI-based models are trained

with richer supervision from the full program execution traces and can learn semantically meaning-

ful programs with high data efficiency. However, program induction, including NPI, is not capable

of generalizing to novel programs without training.

NTP is a meta-learning algorithm that learns to instantiate neural programs given demonstra-

tions of tasks, thereby generalizing to unseen tasks/programs. Intuitively, NTP decomposes the

overall objective (e.g., object sorting) into simpler objectives (e.g., pick and place) recursively. For
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each of such sub-tasks, NTP delegates a neural program to perform the task. The neural programs,

together with the task decomposition mechanism, are trained end-to-end.

While previous work has largely focused on executing a pre-defined task one at a time NTP not

only exhibits one-shot generalization to tasks with longer lengths as NPI, but also generalizes to

sub-task permutations (topology) and success conditions (semantics).

6.3 Problem Formulation

We consider the problem of an agent performing actions to interact with an environment to accom-

plish tasks. Let T be the set of all tasks, S be the environment state space, and A be the action

space. For each task t 2 T, the Boolean function g : S⇥T! {0,1} defines the success condition

of the task. Given any state s 2 S, g(s, t) = 1 if the task t is completed in the state s, and g(s, t) = 0

otherwise. The task space T can be infinite. We thus need a versatile way to describe the task

semantics. We describe each task using a task specification y(t) 2 Y, where Y is the set of all

possible task specifications. Formally, we consider a task specification as a sequence of random

variables y(t) = {x1,x2, . . . ,xN}.

NTP takes a task specification y(t) as input in order to instantiate a policy. y(t) is defined as

a time series that describes the procedure and the final objective of the task. In experiments, we

consider two forms of task specifications: trajectories of object locations and raw video sequences.

In many real-world tasks, the agent has no access to the underlying environment states. It only

receives a sample of environment observation o 2O that corresponds to the state s, where O is the

observation space. Our goal is to learn a “meta-policy” that instantiates a feedback policy from a

specification of a task, p̃ : Y! (O!A). At test time, a specification of a new task y(t) is input to

NTP. The meta-policy then generates a policy p(a|o;y(t)) : O! A, to reach task-completion state

sT where g(sT , t) = 1.

Why use Neural Programming for LfD? Previous work has mostly used a monolithic network

architecture to represent a goal-driven policy [52, 210, 271]. These methods cannot exploit the

compositional task structures to facilitate modularization and reusability. Instead, we represent our

policy p̃ as a neural program that takes a task specification as its input argument. As illustrated in

Figure 6.2, NTP uses a task-agnostic core network to decide which sub-program to run next and

adaptively feeds a subset of the task specification to the next program. Intuitively, NTP recursively

decomposes a task specification and solves a hierarchical task by divide-and-conquer. Figure 6.3

highlights this feature with a sample execution of a task. Our method extends upon a special type
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of neural programming architecture named Neural Programmer-Interpreter (NPI) [28, 194]. NPI

generalizes well to input size but cannot generalize to unseen task objectives. NTP combines the

idea of meta-learning and NPI. The ability to interpret task specifications and instantiate policies

accordingly makes NTP generalize across tasks.

Neural Programmer-Interpreter. Before introducing our NTP model, it is useful to briefly overview

the NPI paradigm [194]. NPI is a type of neural program induction algorithm, in which a network

is trained to imitate the behavior of a computer program, i.e., the network learns to invoke programs

recursively given certain context or stop the current program and return to upper-level programs.

The core of NPI is a long-short memory (LSTM) [96] network. At the i-th time step, it selects the

next program to run conditioned on the current observation oi and the previous LSTM hidden units

hi�1. A domain-specific encoder is used to encode the observation oi into a state representation si.

The NPI controller takes as input the state si, the program embedding pi retrieved from a learnable

key-value memory structure [Mkey;M
prog], and the current arguments ai. It generates a program

key, which is used to invoke a sub-program pi+1 using content-based addressing, the arguments to

the next program ai+1, and the end-of-program probability ri. The NPI model maintains a program

call stack. Each time a sub-program is called, the caller’s LSTM hidden units embedding and its

program embedding is pushed to the stack. Formally, the NPI core has three learnable components,

a domain-specific encoder fenc, an LSTM flstm, and an output decoder fdec. The full update being:

si = fenc(oi,ai) hi = flstm(si, pi,hi�1) ri, pi+1,ai+1 = fdec(hi). When executing a program with

the NPI controller, it performs one of the following three things: 1) when the end-of-program prob-

ability exceeds a threshold a (set to 0.5), this program is popped up from the stack and control is

returned to the called; 2) when the program is not primitive, a sub-program with its arguments is

called; and 3) when the program is primitive, a low-level basic action is performed in the environ-

ments. The LSTM core is shared across all tasks.

6.4 Model

Overview. NTP has three key components: Task Specification Interpreter fT SI , Task Specification

Encoder fT SE , and a core network fCN (Figure 6.2. The Task Specification Encoder transforms a

task specification yi into a vector space. The core network takes as input the state si, the program pi,

and the task specification yi, producing the next sub-program to invoke pt+1 and an end-of-program

probability rt . The program returns to the caller when rt exceeds a threshold a (set to 0.5). We detail

the inference procedure in Algorithm 1.



CHAPTER 6. NEURAL TASK PROGRAMMING 80

NTP vs NPI: We highlight three main differences of NTP than the original NPI: (1) NTP can

interpret task specifications and perform hierarchical decomposition and thus can be considered as

a meta-policy; (2) it uses APIs as the primitive actions to scale up neural programs for complex

tasks; and (3) it uses a reactive core network instead of a recurrent network, making the model

less history-dependent, enabling feedback control for recovery from failures. In addition to the

three key components, NTP implements two modules similar to the NPI architectures [28, 194]:

(1) domain-specific task encoders that map an observation to a state representation si = fENC(oi),

and (2) a key-value memory that stores and retrieves embeddings: j
⇤ = argmax j=1...N(Mkey

j,: ki) and

pi = M
prog

j⇤,: , where ki is the program key predicted by the core network.

Scaling up NTP with APIs. The bottom-level programs in NPI correspond to primitive actions

that are executable in the environment. To scale up neural programs in coping with the complexity

of real-world tasks, it is desirable to use existing tools and subroutines (i.e., motion planner) such

that learning can be done at an abstract level. In computer programming, application programming

interfaces (APIs) have been a standard protocol for developing software by using basic modules.

Here we introduce the concept of API to neural programming, where the bottom-level programs

correspond to a set of robot APIs, e.g., moving the robot arm using inverse kinematics. Each

API takes specific arguments, e.g., an object category or the end effector’s target position. NTP

jointly learns to select APIs functions and to generate their input arguments. The APIs that are used

in the experiments are move to, grip, and release. move to takes an object index as the

API argument and calls external functions to move the gripper to above the object whose position

is either given by the simulator or predicted by an object detector. grip closes the gripper and

release opens the gripper.

Task Specification Interpreter. The Task Specification Interpreter, taking a task specification as

input, chooses to perform one of the two operations: (1) when the current program p is not primitive,

it predicts the sub-task specification for the next sub-program; and (2) when p is primitive (i.e., an

API), it predicts the arguments of the API.

Let yi be the task specification of the i-th program call, where yi is a sequence of random

variables yi = {x1,x2, . . . ,xNi
}. The next task specification yi+1 is determined by three inputs:

the environment state si, the current program pi, and the current specification yi. When pi is a

primitive, TSI uses an API-specific decoder (i.e., an MLP) to predict the API arguments from the

tuple (si, pi,yi).

We focus on the cases when pi is not primitive. In this case, TSI needs to predict a sub-

task specification yi+1 for the next program pi+1. This sub-task specification should only access
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Algorithm 1 NTP Inference Procedure
Inputs: task specification y , program id i, and environment observation o

function RUN(i, y)
r 0, p M

prog

i,: , s fENC(o), c fT SE(y)
while r < a do

k,r fCN(c, p,s), y2 fT SI(y, p,s)

i2 argmax j=1...N(Mkey

j,: k)
if program i2 is primitive then . if i2 is an API

a fT SI(y2, i2,s) . decode API args
RUN API(i2,a) . run API i2 with args a

else
RUN(i2,y2) . run program i2 w/ task spec y2

end if
end while

end function

relevant information to the sub-task. To encourage information hiding from high-level to low-

level programs, we enforce the scoping constraint, such that yi+1 is a contiguous subsequence

of yi. Formally, given yi = {x1,x2, . . . ,xNi
}, the goal is to find the optimal contiguous subsequence

yi+1 = {xp,xp+1, . . . ,xq�1,xq}, where 1 p q Ni.

Subsequence Selection (Scoping). We use a convolutional architecture to tackle the subsequence

selection problem. First, we embed each input element yi = {x1,x2, . . . ,xNi
} into a vector space

fi = {w1,w2, . . . ,wNi
}, where each wi 2 R

d . We perform temporal convolution at every temporal

location j of the sequence fi, where each convolutional kernel is parameterized by W 2 R
m⇥dk

and b 2 R
m, which takes a concatenation of k consecutive input elements and produces a sin-

gle output y
j

i
2 R

m. We use relu as the nonlinearities. The outputs from all convolutional ker-

nels y j

i
are concatenated with the program embedding pi and the encoded states si into a sin-

gle vector h j = [pi;y j

i
;si]. Finally, we compute the softmax probability of four scoping labels

Pr j(l 2 {Start,End,Inside,Outside}). These scoping labels indicate whether this tempo-

ral location is the start/end point of the correct subsequence, or if it resides inside/outside the sub-

sequence. We use these probabilities to decode the optimal subsequence as the output sub-task

specification yi+1.

The decoding process can be formulated as the maximum contiguous subsequence sum problem,

which can be solved optimally in linear time. However in practice, taking the start and end points

with the highest probabilities results in a good performance. In our experiments, we set yi+1 =

{xst,xst+1, . . . ,xed}, where st = argmax j=1...Ni
Pr j(Start) and ed = argmax j=1...Ni

Pr j(End). This
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Figure 6.4: The variability of a task structure consists of changing success conditions (task seman-
tics), variable subtask permutations (task topology), and larger task sizes (task length). We evaluate
the ability of our proposed model in generalizing towards these three types of variations.

process is illustrated in Figure 6.3, wherein the model factorizes a video sequence which illustrates

the procedure of pick and place into a fraction that only illustrates pick. This convolutional TSI

architecture is invoked recursively along the program execution trace. It decomposes a long task

specification into increasingly fine-grained pieces from high-level to low-level tasks. This method

naturally enforces the scoping constraint. Our experimental results show that such information

hiding mechanism is crucial to good generalization.

Model Training. We train the model using rich supervision from program execution traces. Each

execution trace is a list of tuples {xt |xt = (yt , pt ,st), t = 1 . . .T}, where T is the length of the

execution trace. Our training objective is to maximize the probability of the correct executions over

all the tasks in the dataset D = {(xt ,xt+1)}, such that q ⇤ = SD logPr[xt+1|xt ;q ].

We collect a dataset that consists of execution traces from multiple types of tasks and their task

specifications. For each specification, we provide the ground-truth hierarchical decomposition of

the specification for training by rolling a hard-coded expert policy. We use cross-entropy loss at

every temporal location of the task specification to supervise the scoping labels. We also adopted

the idea of adaptive curriculum from NPI [194], where the frequency of each mini-batch being

fetched is proportional to the model’s prediction error with respect to the corresponding program.
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6.5 Experiments

The goal of our experimental evaluation is to answer the following questions: (1) Does NTP gener-

alize to changes in all three dimensions of variation: length, topology, and semantics, as illustrated

in Figure 6.4, (2) Can NTP use image-based input without access to ground truth state, and (3)

Would NTP also work in real-world tasks which have combinations of these variations. We eval-

uate NTP in three robot manipulation tasks: Object Sorting, Block Stacking, and Table Clean-up.

Each of these tasks requires multiple steps to complete and can be recursively decomposed into

repetitive sub-tasks.

Input State Representation. We use an expert policy to generate program execution traces as

training data. An expert policy is an agent with hard-coded rules that call programs (move to,

pick and drop, etc.) to perform a task. In our experiment, we use the demonstration of a

robot carrying out a task as the task specification. For all experiments, unless specified, the state

representation in the task demonstrations is in the form of object position trajectories relative to the

gripper frame. In the Block Stacking experiment, we also report the results of using a learned object

detector to predict object locations and the results of directly using RGB video sequence as state

observations and task demonstrations.

Simulator Setup. We conduct our experiments in a 3D environment simulated using the Bullet

Physics engine [38]. We use a disembodied PR2 gripper for both gathering training data and evalu-

ation. We also evaluate NTP on a simulated 7-DoF Sawyer arm with a parallel-jaw gripper as shown

in Figure 6.1. Since NTP only considers end-effector pose, the choice of robot does not affect its

performance in the simulated environment.

Real-Robot Setup. We also demonstrate NTP’s performance on the Block Stacking and the Object

Sorting tasks on a 7-DoF Sawyer arm using position control. We use NTP models that are trained

with simulated data. Task demonstration are obtained in the simulator, and the instantiated NTP

models are executed on the robot. All real-robot experiments use object locations relative to the

gripper as state observations. A Kinect2 camera is used to localize objects in the 3D scene.

Evaluation Metrics. We evaluate NTP on three variations of task structure as illustrated in Fig-

ure 6.4: 1) task length: varying number of steps due to the increasing problem size (e.g., having

more objects to transport); 2) task topology: variations in permutations of steps of sub-tasks to reach

the same end goal (e.g., manipulating objects in different orders); and 3) task semantics: the unseen

task objectives and success conditions (e.g., placing objects into a different container).

We evaluate Task length on the Object Sorting task varying the number of objects instances from
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Object Sorting: Task Length

Figure 6.5: Task length: Evaluation of the Object Sorting in simulation. The axes represent mean
success rate (y) with 100 evaluations each and the number of objects in unseen task instances (x).
NTP generalizes to increasingly longer tasks while baselines do not.

1 to 10 per category. Further, we evaluate Task Topology on the Block Stacking task with different

permutations of pick-and-place sub-tasks that lead to the same block configurations. Finally, we

evaluate Task Semantics on Block Stacking on a held-out set of task demonstrations that lead to

unseen block configurations as task objectives.We report success rates for simulation tasks, and we

analyze success rates, causes of failure, and proportion of task completed for real-robot evaluation.

All objects are randomly placed initially in all of the evaluation tasks in both the simulated and the

real-robot setting.

Baselines. We compare NTP to four baselines architecture variations. (1) Flat is a non-hierarchical

model, similar to [52], that takes as input task demonstration and current observation, and directly

predicts the primitive APIs instead of calling hierarchical programs. (2) Flat (GRU) is the Flat

model with a GRU cell. (3) NTP (no scope) is a variant of the NTP model that feeds the entire

demonstration to the subprograms, thereby discarding the scoping constraint. (4) NTP (GRU) is

a complete NTP model with a GRU cell. This is to demonstrate that the reactive core network in

NTP can better generalize to longer tasks and recover from unexpected failures due to noise, which

is crucial in robot manipulation tasks.

6.5.1 Experiment 1: Object Sorting

Setup. The goal of Object Sorting is to transport objects randomly scattered on a tabletop into

their respective shipping containers stated in the task demonstration. We use 4 object categories
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A. Seen Task Objectives B. Unseen Task ObjectivesBlock Stacking: Task Semantics Block Stacking: Task Topology

Figure 6.6: (Left) Task semantics: Simulated evaluation of the Block Stacking. The x-axis is the
number of tasks used for training. The y-axis is the overall success rate. (A) and (B) show that
NTP and its variants generalize better to novel task demonstrations and objectives as the number of
training tasks increases. (Right) Task topology: Simulated evaluation of the Block Stacking. NTP
shows better performance in task topology generalization as the number of training tasks grows. In
contrast, the flat baselines cannot handle topology variability.

and 4 containers in evaluating the Object Sorting task. In the real robot setup, a toy duck, toy frog,

lego block, and marker are used as the objects for sorting, and are sorted into 4 black plastic bins.

This results in a total of 44 = 256 category-container combinations (multiple categories may be

mapped to the same container). However, as each category can be mapped to 4 possible containers,

a minimum of 4 tasks can cover all possible category-container pairs. We select these 4 tasks for

training and the other 252 unseen tasks for evaluation. We train all models with 500 trajectories.

Each test run is on 100 randomly-selected unseen tasks.

Simulator. As shown in Figure 6.5, NTP significantly outperforms the flat baselines. We examine

how the task size affects its performance. We vary the numbers of objects to be transported from 4

to 40 in the experiments. The result shows that NTP retains a stable and good performance (over

90%) in longer tasks. On the contrary, the flat models’ performances decline from around 40% to

around 25%, which is close to random. The performance of the NTP (GRU) model also declines

faster comparing to the NTP model as the number of objects increases. This comparison illustrates

NTP’s ability to generalize towards task length variations.

Real robot. Table 6.1 shows the results of the Object Sorting task on the robot. We use 4 object

categories with 3 instances of each category. We carried out a total of 10 evaluation trials on ran-

domly selected unseen Object Sorting tasks. 8 trials completed successfully, and 2 failed due to of

manipulation failures: a grasp failure and a collision checking failure.
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B. Unseen Task ObjectivesBlock Stacking: Visual State A. Seen Task Objectives

N
/A N
/A

N
/A N
/A

Figure 6.7: NTP with Visual State: NTPVID (Detector) uses an object detector on images which is
subsequently used as state in NTP. NTP (E2E) is an end-to-end model trained completely on images
with no low-level state information. We note that in the partial observation case (only video), similar
learning trends were observed as compared to fully observed case (NTP (Full State)), albeit with a
decrease in performance.

6.5.2 Experiment 2: Block Stacking

Setup. The goal of Block Stacking is to stack a set of blocks into a target configuration, similar

to the setup in [52]. We use 8, 5⇥5 cm wooden cubes of different colors both in simulation and

with real-robot. We randomly generate 2000 distinct Block Stacking task instances. Two tasks are

considered equivalent if they have the same end configuration. We use a maximum of 1000 training

tasks and 100 trials for each task, leaving the remaining 1000 task instances as unseen test cases. A

task is considered successful if the end configuration of the blocks matches the task demonstration.

We evaluate both seen and unseen tasks, i.e., whether the end configuration appears in training set.

We use N = 8 blocks in our evaluation.

Simulator. Figure 6.6 shows that all models except the Flat baseline are able to complete the

seen tasks at around 85% success rate. The performance of the Flat baseline decreases dramatically

when training with more than 400 tasks. It is because the Flat model has very limited expressiveness

power to represent complex tasks. The Flat (GRU) model performs surprisingly well on the seen

tasks. However, as shown in Figure 6.6, both Flat and Flat (GRU) fail to generalize to unseen tasks.

We hypothesize that the Flat (GRU) baseline simply memorizes the training sequences. On the

other hand, NTP achieves increasingly better performances when the diversity of the training data

increases.
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We evaluate task topology generalization on random permutations of the pick-and-place sub-

tasks that lead to the same end configuration. Specifically, the task variations are generated by ran-

domly shuffling the order that the ”block towers” are built in the training tasks. Figure 6.6 illustrates

that NTP generalizes better towards variable topologies when trained on a larger variety of tasks.

We find that increasing the diversity of training data facilitates NTP to learn better generalizable

modules.

Next, we evaluate task semantics generalization. The variability of real-world environments pre-

vents any task-specific policy learning method from training for every possible task. Figure 6.6(A)

illustrates that NTP generalizes well to novel task demonstrations and new goals. As the number of

training tasks increases, both NTP and its recurrent variation steadily improve their performance on

the unseen tasks. When trained with 1000 tasks, their performances on unseen tasks are almost on

par with that of seen tasks.

The performance gaps between NTP (no scope) and NTP highlight the benefit of the scoping

constraint. NTP (no scope) performance drops gradually as the task size grows implying that the

programs in NTP learn modularized and reusable semantics due to information hiding, which is

crucial to achieving generalization towards new tasks.

Real robot. Table 6.1 shows the results of the Object Sorting task in the real world setting. We

carried out 20 trails of randomly selected unseen Block Stacking tasks. Out of the 2 failure cases,

one is caused by an incorrect placing; the other is caused by the gripper knocking down a stacked

tower and not able to recover from the error.

Adversarial dynamics. We show that the reactive core network in NTP enables it to better recover

from failures compared to its recurrent variation. We demonstrate this by performing Block Stacking

under an adversary. Upon stacking each block, an adversary applies a force to the towers with a

probability of 25%. The force can knock down the towers. We evaluate NTP and its recurrent

variant on the 1000 unseen tasks. Table 6.2 shows that under the same adversary, the success rate

of NTP with the GRU core decreases by 46%, whereas the success rate of NTP only decreases by

20%. This indicates that a reactive model is more robust against unexpected failures as its behavior

is less history dependent than the recurrent counterpart. We also demonstrate this feature in the

supplementary video in the real world setting.

NTP with visual state. This experiment examines the ability of NTP to learn when demonstrations

come in the form of videos and the state is a single image. Unlike the full state information used

in experiments thus far, we train an NTP model NTPVID (E2E) to jointly learn a policy and task-

relevant features without explicit auxiliary supervision. An alternative is to use a 2-phase pipeline
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Table 6.1: Real robot evaluation. Results of 20 unseen Block Stacking evaluations and 10 unseen
sorting evaluations on Sawyer robot for the NTP model trained on simulator. NTP Fail denotes
an algorithmic mistake, while Manipulation Fail denotes a mistake in physical interaction (e.g.,
grasping failures and collisions).

Tasks # Trials Success NTP Fail Manipulation Fail
Block Stacking 20 0.9 0.05 0.05
Sorting 10 0.8 0 0.20

Table 6.2: Adversarial Dynamics. Evaluation results of the Block Stacking Task in a simulated
adversarial environment. We find that NTP with GRU performs markedly worse with intermittent
failures.

Model No failure With failures
NTP 0.863 0.663
NTP (GRU) 0.884 0.422

with an object detector as state preprocessor for NTP, termed as NTPVID (Detector). The detector

is a separately trained CNN to predict object position in R
3.

We explore these results in Figure 6.7, where we see compare the visual models (NTPVID (E2E)

and NTPVID (Detector)) against the best full state model (NTP), all trained on 100 demonstrations

per task, for a varying number of tasks. For NTPVID (E2E) we use a 7-layer convolutional net-

work, which takes as input a 64⇥ 64 image and outputs a length 128 feature vector. For NTPVID

(Detector) , we use a VGG16 based architecture, predicting the position of the N-task objects from

an input image of size 224⇥224.

We note that NTPVID (E2E) outperforms NTPVID (Detector) and achieves a higher success

rate despite only having partial state information. Both of these methods are inferior to the full-

state NTP version. NTPVID (Detector) does not generalize due to task-specific state representation,

and cascading errors in detection propagate to NTP reducing performance even when using a very

deep network for the detection. The detector errors are Gaussian with standard deviation of 2 cm.

However, this performance comes at a computational cost. NTPVID (E2E) was trained on 1000

training tasks for 10 days on 8 Nvidia Titan X GPUs. NTPVID (Detector) was trained for 24 hours

on a single GPU. Due to computational cost, we only evaluated NTPVID (E2E) on 400 and 1000

training tasks.
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6.5.3 Experiment 3: Table Clean-up

Setup. We also evaluate NTP on the Table Clean-up task, which exemplifies a practical real-world

task. Specifically, the goal of the task is to clear up to 4 white plastic bowls and 20 red plastic forks

into a bin such that the resulting stack of bowls and forks can be steadily carried away in a tray.

Task variation comes in task length, where the number of utensils varies, and task topology, where

the ordering in which bowls are stacked can vary. Using trajectories as demonstrations and object

positions as state space, a model is trained using 1000 task instances.

Simulator. We observe that performance varies between 55%-100% where increasing errors with

more objects are attributed to failures in collision checking, not incorrect decisions from NTP. The

result shows that NTP retains its generalization ability in a task that requires multiple dimensions

of generalization.

Real robot. We have also transferred the trained model on the real-Sawyer arm to evaluate the fea-

sibility. Qualitative videos can be viewed from https://stanfordvl.github.io/ntp/.

6.6 Discussions

We introduced Neural Task Programming (NTP), a meta-learning framework that learns modular

and reusable neural programs for hierarchical tasks. We demonstrate NTP’s strengths in three robot

manipulation tasks that require prolonged and complex interactions with the environment. NTP

achieves generalization towards task length, topology, and semantics. This work opens up the op-

portunity to use generalizable neural programs for modeling hierarchical tasks. Future directions

include 1) improving the state encoder to extract more task-salient information such as object re-

lationships, 2) devising a richer set of APIs such as velocity and torque-based controllers, and 3)

extending this framework to tackle more complex tasks on real robots.

https://stanfordvl.github.io/ntp/


Chapter 7

Neural Task Graph

7.1 Introduction

Learning sequential decisions and adapting to new task objectives at test time is a long-standing

challenge in AI [27, 61]. In rich real domains, an autonomous agent has to acquire new skills with

minimal supervision. Recent works have tackled the problem of one-shot imitation learning [52, 65,

258, 260] that learns from a single demonstration. In this chapter, we push a step further to address

one-shot visual imitation learning that operates directly on videos. We first train a model on a set of

seen in-domain tasks. The model can then be applied on a single video demonstration to obtain an

execution policy of the new unseen task.

Learning directly from video is crucial for advancing the existing imitation learning approaches

to real-world scenarios as it is infeasible to annotate states, such as object trajectories, in each video.

We focus on long-horizon tasks, as real-world tasks such as cooking or assembly are inherently

long-horizon and hierarchical. Recent works have attempted learning from pixel space [65, 150,

217, 264], but learning long-horizon tasks from video in a one-shot setting remains a challenge,

since both the visual learning and task complexity exacerbate the demand for better data efficiency.

Our solution explicitly models the compositionality in the task structure and policy, enabling

us to scale one-shot visual imitation to complex tasks. This is in contrast to previous works using

unstructured task representations and policies [52, 65]. The use of compositionality has led to

better generalization in Visual Question Answering [97, 106, 124] and Policy Learning [7, 48, 250].

We propose Neural Task Graph (NTG) Networks, a novel framework that uses task graph as the

intermediate representation to explicitly modularize both the visual demonstration and the derived

policy. NTG consists of a generator and an execution engine, where the generator builds a task graph

90
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Figure 7.1: Our goal is to execute an unseen task from a single video demonstration. We propose
Neural Task Graph Networks that leverage compositionality by using the task graph as the interme-
diate representation. This leads to strong inter-task generalization.

from the task demo video to capture the structure of the task, and the execution engine interacts with

the environment to perform the task conditioned on the inferred task graph. Figure 7.1 shows an

overview of NTG Networks.

The main technical challenge in using graphical task representations is that the unseen demos

can easily introduce states that are never observed during training. For example, the goal state of an

unseen block stacking task [52, 260] is a block configuration that never appears during training. This

challenge is amplified by our goal of learning from visual observation without strong supervision,

which obscures the state structure and prevents direct state space decomposition, as done in prior

work [52]. Our key observation is that, while there can be countless possible states, the number

of possible actions in a certain domain is often limited. We leverage this conjugate relationship

between states and actions, and propose to learn NTG on the Conjugate Task Graph (CTG) [89],

where the nodes are actions, and the states are captured by the edges. This allows us to modularize

the policy and address the challenge of an unknown number of novel states. This is critical when

operating in visual space, where states are high dimensional images and modeling a graph over

a combinatorial state space is infeasible. Additionally, the CTG intermediate representation can

yield alternate action sequences to complete the task, a property that is vital for generalization to

unseen scenarios in a world with stochastic dynamics. This sets NTG apart from previous works

that directly output the policy over options [260] or actions [52] from a single demonstration.

We evaluate NTG Networks on one-shot visual imitation learning in two domains: Block Stack-

ing in a robot simulator [38] and Object Collection in AI2-THOR [122]. Both domains involve
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Figure 7.2: Overview of the setting of one-shot visual imitation learning. The seen tasks (Task 1
and 2) are used to train the model f to instantiate the policy pi from the demonstration. During
testing, f is applied to a single video demonstration from the unseen Task 3 to generate the policy
p3 to interact with the environment.

multi-step planning for interaction and are inherently compositional. We show that NTG signifi-

cantly improves the data efficiency on these complex tasks for direct imitation from video by ex-

plicitly incorporating compositionality. We also show that with the data-driven task structure, NTG

outperforms methods that learn unstructured task representation [52] and methods that use strong hi-

erarchically structured supervision [260], albeit without requiring detailed supervision. Further, we

evaluate NTG on real-world videos. We show that NTG can effectively predict task graph structure

on the JIGSAWS [72] surgical dataset and generalize to unseen human demonstrations.

In summary, the main contributions of our work are: (1) Introducing compositionality to both the

task and policy representation to enable one-shot visual imitation learning on long-horizon tasks; (2)

Proposing Neural Task Graph (NTG) Networks, a novel framework that uses task graph to capture

the structure and the goal of a task; (3) Addressing the challenge of novel visual state decomposition

using a Conjugate Task Graph (CTG) formulation.

7.2 Related Work

Imitation Learning. Traditional imitation learning work uses physical guidance [4, 170] or tele-

operation [255, 266] as demonstration. While, third-person imitation learning uses date from other

agents or viewpoints [150, 217]. Recent methods for one-shot imitation learning [52, 65, 78, 258,

260, 264] can translate a single demonstration to an executable policy. The most similar to ours is

NTP [260] that also learns long-horizon tasks. However, NTP (1) uses strong hierarchical frame la-

bel supervision and (2) suffers from a noticeable drop in performance with visual state. Our method
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Figure 7.3: Overview of our Neural Task Graph (NTG) networks. The NTG networks consist of a
generator that produces the conjugate task graph as the intermediate representation, and an execution
engine that executes the graph by localizing node and deciding the edge transition in the task graph
based on the current visual observation.

reduces the need for this strong supervision, requiring only the demonstration action sequence dur-

ing training, while achieving a performance boost of over 25% in success rates.

Task Planning and Representations. Conventionally task planning focuses on high-level plans

and low-level state spaces [62, 226]. Recent works integrate perception via deep learning [85, 187,

268]. HTN compounds low-level sub-tasks into higher-level abstraction to reduce the planning

complexity [165, 208]. Other representations include: integrating task and motion planning [108]

and behavior-based systems [169]. In vision, And-Or Graphs capture the hierarchical structures

and have been used to parse video demonstrations [148]. Unlike previous methods, our task graph

representation is data-driven and domain-agnostic: we generate nodes and edges directly from task

demonstrations.

Structural Video Understanding. Generating task graphs from demonstrations is related to video

understanding. Annotation in videos is hard to obtain. One solution is to use the language as

supervision. This includes instructional video [5, 98, 216], movie script [234, 274], and caption

annotation [83, 125]. We focus on how the structure is helpful for task learning, and assume the

annotation for the seen tasks.

Compositional Models in Vision and Robotics. Recent works have utilized compositionality to

improve models’ generalization, including visual question answering [8, 97, 106] and policy learn-

ing [7]. We show the same principle can significantly improve data efficiency in imitation learning

to enable visual learning of complex tasks.
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7.3 Problem Formulation

Our goal is to learn to execute a previously unseen task from a single video demonstration. We

refer to this as one-shot visual imitation, where the model directly learns from visual inputs. Let

T be the set of all tasks in the domain of interest, A be the set of high-level actions, and O be

the space of visual observation. A video demonstration d for a task t is defined as a video, d
t =

[o1, . . . ,oT ], that complete the task. As shown in Figure 7.2, T is split into two sets: Tseen with a large

amount of demonstrations and supervision for training, and Tunseen with only task demonstrations

for evaluation. The goal is to learn a model f(·) from Tseen that can instantiate a policy pd(a|o)

from d to perform the tasks in Tunseen using visual observations.

The learning problem is formulated as learning a model f(·) that maps demonstration d to the

policy f(d) = pd(a|o). Tseen is used to train this model with demonstrations and potentially extra

supervision. At test time, given a demonstration d from an unseen task, the hope is that f(·) trained

on Tseen can generalize to novel task instances in Tunseen and produce a policy that can complete the

novel task illustrated by the visual demonstration.

7.4 Model

We have formulated one-shot visual imitation as learning the model f(·) that maps a video demon-

stration to the policy. As shown in Figure 7.1, our key contribution is explicitly incorporating

compositionality to improve the data efficiency of generalization. We decompose f(·) into two

components: a graph generator fgen(·) that generates the task graph G from the demonstration

(G = fgen(d)), and a graph execution engine fexe(·) that executes the task graph and acts as the

policy (pd = fexe(G)). The structure of the task graph G modularizes both the demonstration and

the policy. This leads to stronger data efficiency of generalizing to unseen tasks. An overview is

shown in Figure 7.3.

7.4.1 Neural Task Graph Generator

The NTG Generator generates a task graph capturing the structure of an unseen task from a single

video demonstration. This is challenging since the video demonstration of an unseen task introduces

novel visual states that are not observed in the seen tasks. This challenge is amplified by our goal

of learning from visual observation, which prevents direct state space decomposition. In this case,

generating the traditional task graph is ill-posed due to the exploding number of nodes. We address
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this by leveraging the conjugate relationship between state and action and work with the conjugate

task graph [89], where the nodes are the actions, and the edges implicitly depend on the current

state. In the experiments, we show that this scheme significantly simplifies the (conjugate) task

graph generation problem.

Conjugate Task Graph (CTG). A task graph Ḡ = {V̄ , Ē} contains nodes V̄ as the states and Ē

the directed edges for the transitions or actions between them. A successful execution of the task is

equivalent to a path in the graph that reaches the goal node. The task graph captures the structure

of the task, and the effect of each action. However, generating this graph for an unseen task is

extremely challenging, as each unseen state would be mapped to a new node. This is especially the

case in visual tasks, where the state space is high dimensional. We thus work with the conjugate

task graph(CTG) [89], G = {V,E}, where the actions are now the nodes V , and the states become

edges E, which implicitly encode the preconditions of the actions. This allows us to bypass explicit

state modeling, while still being able to perform tasks by traversing the conjugate task graph.

We assume that all actions are observed during training from the seen tasks, which is reasonable

for tasks in the same domain. This gives all the nodes in CTG, and the goal is to infer the correct

edges. This can be viewed as understanding the preconditions for each action. We propose two

steps for generating the edges: (i) Demo Interpretation: First we obtain a valid path traversing the

conjugate task graph by observing the action order in the demonstration; (ii) Graph Completion:

The second step is to add the edges that are not observed in the demonstration. There might be

actions whose order can be permutated without affecting the final outcome. As we only have a

single demonstration, this interchangeability is not captured in the previous step. We learn a Graph

Completion Network, which adds more edges that are proper given the edges initialized by step (i).

Demo Interpreter. Given d = [o1, . . . ,oT ], our goal is to output A = [a1, . . . ,aK ], the sequence of the

actions executed in the demonstration as the initial edges in the CTG as shown in Figure 7.4. The

visual observations ot are first encoded by a CNN as Enc(ot). We then adapt a seq2seq model [151]

as our demo interpreter to take Enc(ot) as inputs and generate A. We do not use a frame-based

classifier, as we do not need accurate per-frame action classification. What is critical here is that the

sequence of actions A provides reasonable initial action order constraints (edges) to our conjugate

task graph. We do assume the training demonstrations in Tseen come with the action sequence A as

supervision for our demo interpreter. We only require this “flat” supervision for Tseen, as opposed

to the strong hierarchical supervision used in the previous work [260].

Graph Completion Network (GCN). Given a valid path (action sequence) from the demo inter-

preter, the goal is to complete the edges that are not observed in the demo. We formulate this as
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Figure 7.4: Illustration of our learning setting with a block stacking task. The video demonstrations
di in the seen tasks only require corresponding action sequence Ai. We aggregate data from all the
demonstrations in the same task and use it as the supervision of each component of our model. This
approach allows us to bypass the need for strong supervision as in previous works.

learning graph state transitions [105, 118]. Our GCN iterates between two steps: (i) edge update

and (ii) propagation. Given the node embedding NEgcn(ni) for each node ni, the edge strengths are

updated as:
C t+1

i j
= (1�C t

i j
) · fset(N

t

i
,Nt

j
)+C t

i j
· freset(N

t

i
,Nt

j
), (7.1)

where C t

i j
is the adjacency matrix of the previous iteration, fset and freset are MLPs for setting and

resetting the edge, and Ni = NEgcn(ni) is the node embedding for node i. Given C t and the current

node embeddings N
t , the propagation step updates the node embeddings with:

N
t+1
i

= rnn(ai,N
t

i
),ai = Â

j
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where rnn(ai,Nt

i
) takes the message ai from other nodes as input and updates the hidden state N

t

i
to

N
t+1
i

.

7.4.2 Neural Task Graph Execution

We have discussed how the NTG generates a CTG as the compositional representation of a task

demonstration. Next we show how to instantiate a policy from this task graph. We propose the NTG

execution engine that interacts with the environment by executing the task graph. The execution

engine executes a task graph in two steps: (i) Node Localization: The execution engine first localizes

the current node in the graph based on the visual observation. (ii) Edge Classification: For a given

node, there can be multiple outgoing edges for transitions to different actions. The edge classifier

checks the (latent) preconditions of each possible next action and picks the most fitting one. These

two steps enable the execution engine to use the generated Conjugate Task Graph as a reactive policy

which completes the task given observations. Formally, we decompose this policy as: p(a|o) µ
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e(a|n,o)`(n|o), where the localizer `(n|o) localizes the current node n based on visual observation

o, and the edge classifier e(a|n,o) classifies which edge transition from n and o. Deciding the edge

transition given the node is equivalent to selecting the next action a.

Node Localizer. We define the localizer as: `(n|o) µ Enc(o)T
NEloc(n), where the probability of

a node is proportional to the inner product between Enc(o), the encoded visual observation, and

NEloc(n), the node embedding of the node. Since our nodes are actions that are already observed in

the seen tasks, we can learn the node embeddings effectively. This shows the benefit of modularizing

our policy, where sub-modules are more generalizable.

Edge Classifier. The edge classifier is the key for NTG to generalize to unseen tasks. Unlike the

localizer, which is approx. invariant across seen and unseen tasks, deciding the correct edge requires

the edge classifier to correctly infer the underlying states from the visual observations. Take block

stacking as an example. For a task that aims to stack blocks A, B, and C in order, the robot should

not pick-and-place C unless B is already on A. The edge classifier thus needs to recognize such

prerequisites for actions involving block C.

e(a|n,o) µ (We [Enc(o),NEgcn(n)])T
NEloc(na), (7.3)

where na is the node for action a, and NEgcn(·) is the final node embedding from our GCN in

Section 7.4.1. As the GCN node embedding is used to generate edges in the conjugate task graph,

it captures the task structure. We use NEloc from localization for the destination node.

7.4.3 Learning NTG Networks

We have described how we decompose f(·) into the generator and the execution engine. As dis-

cussed in Section 7.3 we train both on Tseen. In contrast to previous works that require strong

supervision on Tseen (state-action pairs [52] or hierarchical supervision [260]), NTG only requires

the raw visual observation along with the flat action sequence (lowest level program in [260] with-

out a manually defined action hierarchy). An overview of learning different components of NTG is

shown in Figure 7.4.

Learning Graph Generation. For each demonstration d
t
i

of task t , we have the corresponding

A
t
i
= [a1, . . . ,aK ], the executed actions. First, we translate Ai to a path {P

t
i

= (Ṽ , Ẽt
i
)} by using all

actions as nodes Ṽ and adding edges of the transitions in Ai to Ẽi. For a single task t , we use the

union of all demonstrated paths of t as the edges Et =
S

i Ẽ
t
i

of the groud truth conjugate task graph

gt = (V,Et). In this case, the goal of GCN is to transform each P
t
i

to gt by completing the missing
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Figure 7.5: Execution of NTG based on the conjugate task graph. Although the execution engine
visited the (Move B) node twice, it is able to correctly decide the next action using the edge
classifier by understanding the second visit needs to (Place D).

edges in P
t
i

. We use the binary cross entropy loss following [105] to train the GCN, where the input

is P
t
i

and the goal is to generate gt .

Learning Graph Execution. Given a task graph from the generator, we learn an execution engine

that derives the policy. As discussed in Section 7.4.2, we decompose the policy into node localizer

and edge classifier. For the localizer, we use the video frames as input and the corresponding action

labels from the demonstrations as targets. For the edge classifier, we collect all pairs of source-

target nodes connected by transitions, and use the action label from the demonstration as the target.

Additionally, the edge classifier uses the node embedding from our Graph Completion Network.

The idea is that the embedding from the GCN can inform the edge classifier about what kind of

visual state it should classify and learn to generalize to the unseen task.

7.5 Experiments

Our experiments aim to answer the following questions: (1) With a single video demonstration, how

does NTG generalize to unseen tasks and compare to baselines without using compositionality? (2)

How do each of the components of NTG contributes to its performance? (3) Is NTG applicable to

real-world data? For the first two questions, we evaluate and perform ablation study of NTG in two
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Figure 7.6: Results for generalizing block stacking to unseen target configuration. (a) Results with
the block locations as input, and (b) Results with raw video as input. Our NTG model significantly
outperforms the baselines despite using only flat supervision.

challenging task domains: the Block Stacking [260] using the BulletPhysics [38] and the Object

Collection task in the AI2-THOR [271]. For the last question, we evaluate NTG on real-world

surgical data and examine its graph prediction and evaluation of unseen tasks on the JIGSAWS [72]

dataset.

7.5.1 Evaluating Block Stacking in BulletPhysics

We evaluate NTG’s generalization to unseen target configurations. The hierarchical structure of

block stacking provides a large number of unique tasks and is ideal for analyzing the effect of

explicitly introducing compositionality.

Experimental Setup. The goal of Block Stacking is to stack the blocks into a target configuration.

We follow the setup in Xu et al. [260]. We use eight 5 cm cubes with different colors and lettered

IDs. A task is considered successful if the end configuration matches the task demonstration. We

use the 2000 distinct Block Stacking tasks and follow the training/testing split of Xu et al. [260].

Baselines. We compare to the following models:

• Neural Task Programming (NTP) [260] learns to synthesize policy from demonstration by

decomposing a demonstration recursively. In contrast to ours, NTP assumes strong structural

supervision: both the program hierarchy and the demonstration decomposition are required at

training. We use NTP as an example of methods that encourage compositionality via strong

structural supervision.

• NTP Flat is an ablation of NTP, which only uses the same supervision as our NTG model
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Figure 7.7: Ablation study of NTG. (a) Demo Int. and Node Loc. are almost indispensable. (b) Both
GCN and Edge Cls are required to generalize to execution order different from the demonstration.

(lowest level program).

• NTP (Detector) first detects the block and feeds that into the model as the approximated full

state. The detector is trained separately with additional supervision.

Results. Results are shown in Figure 7.6. The x-axis is the number of training seen tasks. We

compare models with full state (State) and visual state (Vid) as input. Full state uses the 3D block

location, and the visual state uses 64⇥ 64 RGB frames. For both input modalities, NTG can cap-

ture the structure of the tasks and generalize better to unseen target configuration compared to the

baseline. NTG with raw visual input (Ours (Vid)) performs on-par with NTP using full state (NTP

(State)). When there is not enough training data (50 tasks), the NTP (State) and NTP (Detector)

in are able to outperform NTG because of the extra supervision (hierarchical for NTP (State), and

detection for NTP (Detector)). However, once NTG is trained with more than 100 tasks, it is able

to quickly interpret novel tasks and significantly outperforms the baselines. Figure 7.5 shows an

NTG execution trace. Although the execution engine visited the (Move B) node twice, it is able

to correctly decide the next action based on the visual observation by interpreting the underlying

state from the visual observation.

7.5.2 Ablation Analysis of NTG Model Components

Before evaluating other environments, we analyze the importance of each component of our model.

Some sub-systems are almost indispensable. For example, without the Demo Interpreter, there is no

information from the video demonstration, and the policy is no longer task-conditional. We perform

the ablation study using 1000 training tasks as follows: For Demo Interpreter, we initialize CTG as

a fully connected graph without order constraints from the demonstration. For Node Localizer

and Edge Classifier, we replace the corresponding term in the policy p(a|o) µ e(a|n,o)`(n|o) by

a constant. For GCN, we skip the graph completion step. As shown in Figure 7.7(a), the policy
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Figure 7.8: Using GCN, our policy is able to solve an unseen sorting task in a different order than
the provided demonstration.

cannot complete any of the tasks without Demo Interpreter or Node Localizer. While our full model

still performs the best, removing Edge Classifier or GCN does not give as big a performance gap.

This is because the Block Stacking tasks from [260] do not all require task structure understanding.

Alternate Solutions for Task. GCN is particularly important for situations requiring alternative

execution orders. For example, the task of “putting the red ball into the red bin and the blue ball into

the blue bin”. It is obvious to us that we can either put the red ball first or the blue ball first. This

ability to generalize to alternative execution orders is exactly what we aim to capture with GCN.

Without GCN, the policy can be easily stuck at unseen execution order (i.e., not understanding ob-

ject sorting order can be swapped). We thus analyze GCN on the “Object Sorting” task (details in

Section VI of [260]), but initialize the scene to require execution order different from the demon-

stration. These settings will occur often when the policy needs to recover from failure or complete

a partially completed tasks. This is challenging because: (i) GCN has to generalize and introduce

alternative execution order beyond the demonstration. (ii) Edge Classifier needs to correctly select
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Figure 7.9: (a) Object Collection results. The bounding boxes are only for visualization and is
not used anywhere in our model. The objects can appear in locations that are different from the
demonstration, which leads to challenging and diverse visual state. NTG is able to understand the
underlying state (e.g., if the object is found) from the visual input and successfully complete the
task. (b) Object Collection results on varying numbers of steps. The NTG model is only trained
with 6 and 12 steps, and is able to generalize well to other numbers of steps.

the action from the newly introduced edges by GCN. As shown in Figure 7.7(b), the policy cannot

complete any of the tasks without Edge Classifier because of the ambiguities in the completed task

graph. Figure 7.8 shows a qualitative example of how our method learns to complete “Object Sort-

ing” with order different from the demonstration using GCN. This shows the importance of both the

Edge Classifier and GCN, which are required to complete this challenging task.

7.5.3 Evaluating Object Collection in AI2-THOR

In this experiment, we evaluate the Object Collection task, in which an agent collects and drop off

objects from a wide range of locations with varying visual appearances. We use AI2-THOR [271]

as the environment, which allows the agent to navigate and interact with objects via semantic ac-

tions (e.g., Open). This task is more complicated than block stacking because: First, the agent

is navigating in the scene and thus can only have partial observations. Second, the photo-realistic

simulation enables a variety of visual appearance composition. In order to complete the task, the

model needs to understand various appearances of the object and location combinations.

Experimental Setup. An Object Collection task involves visiting M randomly selected search-

ing locations for a set of N target objects out of C categories. Upon picking up a target object,

the agent visits and drops off the object at one of K designated drop-off receptacles. A task

is considered successful if all of the target objects are placed at their designated receptacles at

the end of the task episode. The available semantic actions are search, pickup(object),
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Figure 7.10: Part of a predicted graph from a single demonstration of an unseen task on the JIG-
SAWS dataset. Our method is able to learn that for the Needle Passing task, after failing any of the
step in this subtask, the agent should restart by reorienting the needle.

dropoff(receptacle). The search action visits each searching locations in a randomized

order. pickup(object) picks up a selected object and the action would fail if the selected ob-

ject is not visible to the agent. dropoff(receptacle) would teleport the agent to a selected

drop-off receptacle (tabletop, cabinet, etc) and drop off. We use N = [1,5] objects (3-15

steps) out of C = 8 categories, M = N +3 search locations, and K = 5 drop-off receptacles.

Baseline. We compare to the “Flat Policy” baseline in [52] to show the importance of incorporat-

ing compositionality to the policy. At each step, the Flat Policy uses attention to extract relevant

information from the demonstration and combine it with the observation to decide action. For a

fair comparison, we implement the Flat Policy using the same architecture as our demo interpreter.

Note that the Object Collection domain doesn’t have hand-designed hierarchy. Hence NTP [260] is

reduced to a similar flat policy model.

Results. The results for Object Collection are shown in Figure 7.9(b). The models are only trained

on 2 and 4 objects and generalize to 1, 3, 5 objects. NTG significantly outperforms the Flat Policy

on all numbers of objects. This shows the importance of explicitly incorporating compositionality.

Qualitative comparison is shown in Figure 7.9(a). The bounding boxes are for visualization only

and are not used in the model. During evaluation, the objects of interest can appear in locations that

are different from the demonstration and thus lead to diverse and challenging visual appearances.

It is thus important to understand the structure of the demonstration instead of naive appearance

matching. Our explicit model of the task structure sets NTG apart from the flat policy and leads to

stronger generalization to unseen tasks.
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Figure 7.11: Negative log-likehood (NLL) of expert demonstrations on the JIGSAWS dataset. The
policy generated by our full model can best capture the actions performed in human demonstration.

7.5.4 Evaluating Real-world Surgical Data

We have shown that NTG significantly improves one-shot visual imitation learning by explicitly

incorporating compositionality. We now evaluate if this structural approach can be extended to the

challenging real-world surgical data from the JIGSAWS dataset [72], which contains videos and

states for surgical tasks, and the associated atomic action labeling. In this setting, our goal is to

assess NTG’s ability to generalize to the task of “Needle Passing”, after training on the tasks of

“Knot Tying” and “Suturing”. This is especially challenging because it requires generalization to a

new task with significant structural and visual differences, given only 2 task types for training.

Without a surgical environment, we cannot directly evaluate the policy learned by NTG on

the JIGSAWS dataset. Therefore, we evaluate how well the NTG policy is able to predict what a

human will do in other demonstrations. This entails generating a policy conditioned on a single

demonstration of “Needle passing”, and using it to evaluate the negative log-likelihood (NLL) of all

the other demonstrations in the “Needle Passing” task. A lower negative log likelihood corresponds

to the generated policy better explaining the other demonstrations, and in turn better capturing the

task structure.

The results are shown in Figure 7.11. We compare to the no graph variant of our model and also

the lower bound of a uniform policy. Unsurprisingly, the uniform policy performs the worst without

capturing anything from the demonstration. The no-graph variant is able to capture some parts

of the expert policy and better capture the expert demonstration. However, the policy generated

by full NTG model substantially improves the NLL and is the most consistent with the expert

demonstration.

In addition, we show qualitative results of part of our task graph prediction on the JIGSAWS

dataset in Figure 7.10. Again, we train on “Knot Tying” and “Suturing” and evaluate on “Needle

Passing”. By comparing the predicted path and the final predicted graph, we can see that our model

is able to introduce several new edges going back to the action “Orienting Needle”. This captures
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the behavior that when the execution fails in any of step in this subtask of “Needle Passing”, the

agent should return to “Orienting Needle” and reorient the needle to restart the subtask. This is

consistent with our intuition and the ground truth graph.

7.6 Discussions

We presented Neural Task Graph (NTG) Network, a one-shot visual imitation learning method that

explicitly incorporates task compositionality into both the intermediate task representation and the

policy. Our novel Conjugate Task Graph (CTG) formulation effectively handles unseen visual states

and serves as a reactive and executable policy. We demonstrate that NTG is able to outperform

both methods with unstructured representation [52], and methods with a hand-designed hierarchi-

cal structure [260] on a diverse set of tasks, including simulated environment with photo-realistic

rendering and a real-world dataset.



Chapter 8

Conclusions

8.1 Summary

In this dissertation, we have discussed our research that enables robots to interact with the unstruc-

tured world through their senses, to flexibly perform a wide range of tasks, and to adaptively learn

new tasks. These works have demonstrated that the tightly coupled perception-action loop leads to

more robust and generalizable robot behaviors in a variety of practical scenarios. They highlight the

importance of integrating perception and action for building general-purpose robot intelligence

To recapitulate, we introduced our work that dissects the perception-action loop at three lev-

els of abstraction (also see Table 1.1): first, learning primitive skills that transform raw sensory

information to control commands that drive the motions of robots (Chapter 2 and 3); second, per-

forming sequential tasks in interactive environments via a sequential composition of the primitive

skills (Chapter 4 and 5); and third, scaling to hierarchical tasks that are long-horizon tasks that pos-

sess latent compositional structures (Chapter 6 and 7). We have developed novel machine learning

and computer vision algorithms, combined with the domain knowledge in robotics, to address the

fundamental challenges of robotic perception and control in the real world.

8.2 Future Directions

Moving forward, I am broadly interested in two parallel themes of future research centered around

the perception-action loop: 1) using robots as an embodied platform to develop interactive per-

ception, and 2) using perception as input to develop closed-loop robot control. Within these two

themes, I identify the following three research topics that extend my past and ongoing research

106
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towards tackling some of the open challenges in building general-purpose autonomy.

Building Coherent Models of the 3D World

I have explored the problem of building structured representations of images through grounded

visual question answering [269, 270] and scene graph generation [126, 261]. Such representations

have been proven to enhance generalization and interpretability of image understanding models.

However, representations learned from static images lack sufficient 3D and temporal information

crucial for robotics. Moving from my prior work, I plan to study how to build coherent models of

the 3D world that capture the semantic, physical, and functional properties of objects and scenes.

I believe that solving realistic tasks in robotics requires a synergy between model-based and data-

driven methods. Therefore, I intend to investigate how to integrate such models of the 3D world

with data-driven approaches, such as end-to-end deep learning.

Multimodal Perception Beyond Vision

The majority of my prior work has focused on visual perception as the primary sensory modality.

However, humans make contact with the physical world through a vast array of sensory modali-

ties. I envision that an intelligent robot should eventually interact with the environments through a

kaleidoscope of multimodal senses, including vision, touch, sound, etc. Our work on multimodal

representation learning, detailed in Chapter 3, has shed light on the merit of combining vision and

force sensory modalities in contact-rich manipulation. Our experience of building the RoboTurk

system [155] has also showcased the value of providing simultaneous visual and haptic feedback

in remote robot teleoperation. Inspired by these two lines of work, I intend to explore multimodal

perception in the following two directions: 1) learning compact representations from multimodal

sensors for robot control, and 2) using multimodal feedback to design intuitive control interfaces

for robot teleoperation.

Knowledge-based Reasoning for Robotics

Today’s robot learning algorithms have mostly focused on specializing in short-horizon tasks in

narrow domains. A general-purpose robot should be able to constantly learn and adapt through

its prolonged interaction with the world. I argue that one of the key missing pieces in the current

robot learning paradigm is a never-ending learning mechanism for robots to incrementally acquire

new knowledge from its experiences. My past work on knowledge-based reasoning [267, 273]



CHAPTER 8. CONCLUSIONS 108

has focused on building large-scale knowledge graphs for visual reasoning. To build a knowledge-

based reasoning framework for general- purpose robots, I plan to study two open questions: 1) how

to devise a principled framework to represent and reason about heterogeneous types of knowledge,

both declarative (e.g., object detectors) and procedural (e.g., motor skills), and 2) how to continually

harvest new knowledge and incorporate it into the existing repertoire.

8.3 Final Remarks

My long-term research goal is to build a computational framework for general-purpose robots to

continually develop its cognitive and physical skills in real-world environments. I hope that the

process of building intelligence for robots can offer new insights to understanding the developmental

process of human intelligence.

I envision that robotics and automation, powered by new advances in artificial intelligence, is on

the cusp of bringing about profound social and economic impacts. As a witness and practitioner in

the new era of technological innovations, it is critical to align my long-term research objectives with

the fundamental human values. My research enthusiasm stems from convictions for AI’s positive

implications for human well-being. General-purpose robots have a great potential of empowering

humans in the real world, from assisting people in need and to bringing humans away from haz-

ardous environments. Building intelligent and capable robots is not to diminish or to replace us, but

to enrich us. My ultimate goal for building general-purpose robot autonomy is to augment humans’

physical and intellectual capacities. As we strive to make future robot intelligence more human-like,

I aspire to see that it will, in turn, make us humans more human.



Appendix A

Reinforcement and Imitation Learning

A.1 Experiment Details

The policy network takes the pixel observation and the proprioceptive feature as input. The pixel

observation is an RGB image of size 64⇥ 64⇥ 3. We used the Kinect for Xbox One camera1 in

the real environment. The proprioceptive feature describes the joint positions and velocities of the

Kinova Jaco arm.2 Each joint position is represented as the sin and cos of the angle of the joint

in joint coordinates. Each joint velocity is represented as the scalar angular velocity. This results

in a 24-dimensional proprioceptive feature that contains the positions (12-d) and velocities (6-d) of

the six arm joints and the positions (6-d) of the three fingers. We exclude the finger velocities due

to the noisy sensory readings on the real robot. When collecting demonstrations, we use a 6-DoF

SpaceNavigator motion controller3 to command the end effector to complete the tasks.

We used Adam [117] to train the neural network parameters. We set the learning rate of policy

and value to 10�4 and 10�3 respectively, and 10�4 for both the discriminator and the auxiliary tasks.

The pixel observation is encoded by a two-layer convolutional network. We use 2 convolutional

layers followed by a fully-connected layer with 128 hidden units. The first convolutional layer has

16 8⇥8 filters with stride 4 and the second 32 4⇥4 filters with stride 2. We add a recurrent layer of

100 LSTM units before the policy and value outputs. The policy output is the mean and the standard

deviation of a conditional Gaussian distribution over the 9-dimensional joint velocities. The initial

policy standard deviation is set to exp(�3) for the clearing table with blocks task and exp(�1) for

1
https://www.xbox.com/en-US/xbox-one/accessories/kinect

2
http://www.kinovarobotics.com

3
https://www.3dconnexion.com/spacemouse_compact
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the other five tasks. The auxiliary head of the policy contains a separate three-layer MLP sitting

on top of the convolutional network. The first two layers of the MLP has 200 and 100 hidden

units respectively, while the third layer predicts the auxiliary outputs. Finally, the discriminator is

a simple three-layer MLP of 100 and 64 hidden units for the first two layers with the third layer

producing log probabilities. The networks use tanh nonlinearities.

We trained the visuomotor policies using the distributed PPO algorithm [92] with synchronous

gradient updates from 256 CPU workers. Each worker runs the policy to complete an entire episode

before the parameter updates are computed. We set a constant episode length for each task based on

its difficulty, with the longest being 1000 time steps (50 seconds) for the clearing table with blocks

and order fulfillment tasks. We set K = 50 as the number of time steps for computing K-step returns

and truncated backpropagation through time to train the LSTM units. After a worker collects a

batch of data points, it performs 50 parameter updates for the policy and value networks, 5 for the

discriminator and 5 for the auxiliary prediction network.

A.2 Sim2Real Details

To better facilitate sim2real transfer, we lower the frequency at which we sample the observations.

Pixel observations are only observed at the rate of 5Hz despite the fact that our controller runs

at 20Hz. Similarly, the proprioceptive features are observed at a rate of 10Hz. In addition to

observation delays, we also apply domain variations. Gaussian noise (of standard deviation 0.01)

are added proprioceptive features. Uniform integers noise in the range of [�5,5] are added to

each pixel independently. Pixels of values outside the range of [0,255] are clipped. We also vary

randomly the shade of grey on the Jaco arm, the color of the table top, as well as the location and

orientation of the light source (see Figure A.1).

In the case of block lifting, we vary in addition the dynamics of the arm. Specifically, we dynam-

ically change the friction, damping, armature, and gain parameters of the robot arm in simulation to

further enhance the agent’s robustness.

Action Dropping. Our analysis indicates that, on the real robot, there is often a delay in the exe-

cution of actions. The amount of delay also varies significantly. This has an adverse effect on the

performance of our agent on the physical robot since our agents’ performance depends on the timely

execution of their actions. To better facilitate the transfer to the real robot, we fine-tune our trained

agent in simulation while subjecting them to a random chance of dropping actions. Specifically,

each action emitted by the agent has a 50% chance of being executed immediately in which case the
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Figure A.1: Tiles show the representative range of diversity seen in the domain-randomized varia-
tions of the colors, lighting, background, etc.

action is flagged as the last executed action. If the current action is not executed, the last executed

action will then be executed. Using the above procedure, we fine-tune our agents on both block

lifting and block stacking for a further 2 million iterations.

To demonstrate the effectiveness of action dropping, we compare our agent on the real robot

over the task of block lifting. Without action dropping, the baseline agent lifts 48% percent of the

time. After fine-tuning using action dropping, our agent succeeded 64% percent of the time. For the

complete set of results, please see Table A.1 and Table A.2.

A.3 Task Details

We use a fixed episode length for each task, which is determined by the amount of time a skilled

human demonstrator can complete the task. An episode terminates when a maximum number of

agent steps are performed. The robot arm operates at a control frequency of 20Hz, which means

each time step takes 0.05 second.

We segment into a sequence of stages that represent an agent’s progress in a task. For instance,

the block stacking task can be characterized by three stages, including reaching the block, lifting

the block and stacking the block. We define functions on the underlying physical state to determine

the stage of a state. This way, we can cluster demonstration states according to their corresponding

stages. These clusters are used to reset training episodes in our demonstration as a curriculum

technique proposed in Section 2.3.2. The definition of stages also gives rise to a convenient way of

specifying the reward functions without hand-engineering a shaping reward. We define a piecewise
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Table A.1: Block lifting success rate from different positions (LL, LR, UL, UR, and C represent the
positions of lower left, lower right, upper left, upper right, and center respectively).

LL LR UL UR C All
No Action Dropping 2/5 2/5 1/5 3/5 4/5 12/25
Action Dropping 4/5 4/5 4/5 0/5 4/5 16/25

Table A.2: Success rate of the block stacking agent (with action dropping) from different starting
positions (Left and Right indicate the positions of the support block upon initialization).

Left Right All
Stacking Success Rate 5/10 2/10 7/20
Lifting Success Rate 9/10 7/10 16/20

constant reward function for each task, where we assign the same constant reward to all the states

that belong to the same stage. We detail the stages, reward functions, auxiliary tasks, and object-

centric features for the six tasks in our experiments.

Block lifting. Each episode lasts 100 time steps. We define three stages and their rewards (in

parentheses) to be initial (0), reaching the block (0.125) and lifting the block (1.0). The auxiliary

task is to predict the 3D coordinates of the color block. The object-centric feature consists of the

relative position between the gripper and the block.

Block stacking. Each episode lasts 500 time steps. We define four stages and their rewards to

be initial (0), reaching the orange block (0.125), lifting the orange block (0.25), and stacking the

orange block onto the pink block (1.0). The auxiliary task is to predict the 3D coordinates of the

two blocks. The object-centric feature consists of the relative positions between the gripper and the

two blocks respectively.

Clearing table with blocks. Each episode lasts 1000 time steps. We define five stages and

their rewards to be initial (0), reaching the orange block (0.125), lifting the orange block (0.25),

stacking the orange block onto the pink block (1.0), and lifting both blocks off the ground (2.0).

The auxiliary task is to predict the 3D coordinates of the two blocks. The object-centric feature

consists of the 3D positions of the two blocks as well as the relative positions between the gripper

and the two blocks respectively.

Clearing table with a box. Each episode lasts 500 time steps. We define five stages and their

rewards to be initial (0), reaching the toy (0.125), grasping the toy (0.25), putting the toy into the
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box (1.0), and lifting the box (2.0). The auxiliary task is to predict the 3D coordinates of the toy and

the box. The object-centric feature consists of the 3D positions of the toy and the box as well as the

relative positions between the gripper and these two objects respectively.

Pouring liquid. Each episode lasts 500 time steps. We define three stages and their rewards

to be initial (0), grasping the mug (0.05), pouring (0.1N), where N is the number of small spheres

in the other container. The auxiliary task is to predict the 3D coordinates of the mug. The object-

centric feature consists of the 3D positions of the mug, the relative position between the gripper and

the mug, and the relative position between the mug and the container.

Order fulfillment. Each episode lasts 1000 time steps. The number of objects varies from 1 to

4 across episodes. We define five stages that correspond to the number of toys in the boxes. The

immediate reward corresponds to the number of toys placed in the correct boxes (number of toy

planes in the green box and toy cars in the red box). To handle the variable number of objects, we

only represent the objects nearest to the gripper for the auxiliary task and the object-centric feature.

The auxiliary task is to predict the 3D coordinates of the nearest plane and the nearest car to the

gripper. The object-centric feature consists of the relative positions from the gripper to these two

nearest objects.
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[169] Monica Nicolescu and Maja Matarić. A hierarchical architecture for behavior-based robots.

In International Joint Conference on Autonomous Agents and Multiagent Systems, pages

227–233, 2002.

[170] Scott Niekum, Sarah Osentoski, George Konidaris, and Andrew G Barto. Learning and gen-

eralization of complex tasks from unstructured demonstrations. In International Conference

on Intelligent Robots and Systems, 2012.
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[201] Stéphane Ross, Geoffrey Gordon, and Drew Bagnell. A reduction of imitation learning and

structured prediction to no-regret online learning. In International Conference on Artificial

Intelligence and Statistics, pages 627–635, 2011.

[202] Eric Royer, Jonathan Bom, Michel Dhome, Benoit Thuilot, Maxime Lhuillier, and Franois

Marmoiton. Outdoor autonomous navigation using monocular vision. In International Con-

ference on Intelligent Robots and Systems, 2005.

[203] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng

Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-

Fei. Imagenet large scale visual recognition challenge. International Journal of Computer

Vision, 2015.

[204] Andrei Rusu, Neil Rabinowitz, Guillaume Desjardins, Hubert Soyer, James Kirkpatrick, Ko-

ray Kavukcuoglu, Razvan Pascanu, and Raia Hadsell. Progressive neural networks. arXiv

preprint arXiv:1606.04671, 2016.

[205] Andrei Rusu, Matej Vecerik, Thomas Rothörl, Nicolas Heess, Razvan Pascanu, and Raia

Hadsell. Sim-to-real robot learning from pixels with progressive nets. arXiv preprint

arXiv:1610.04286, 2016.

[206] Andrei A. Rusu, Sergio Gomez Colmenarejo, Çaglar Gülçehre, Guillaume Desjardins, James
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las Mansard. An efficient acyclic contact planner for multiped robots. IEEE Transactions on

Robotics, 34(3):586–601, 2018.

[240] Son Tran and Larry Davis. Event modeling and recognition using markov logic networks. In

European Conference on Computer Vision, 2008.

[241] Laurens van der Maaten and Geoffrey Hinton. Visualizing data using t-sne. Journal of

Machine Learning Research, 2008.



BIBLIOGRAPHY 137

[242] Herke van Hoof, Nutan Chen, Maximilian Karl, Patrick van der Smagt, and Jan Peters. Sta-

ble reinforcement learning with autoencoders for tactile and visual data. In International

Conference on Intelligent Robots and Systems, pages 3928–3934, 2016.

[243] Herke Van Hoof, Tucker Hermans, Gerhard Neumann, and Jan Peters. Learning robot in-

hand manipulation with tactile features. In International Conference on Humanoid Robots,

pages 121–127, 2015.

[244] Matej Vecerik, Todd Hester, Jonathan Scholz, Fumin Wang, Olivier Pietquin, Bilal Piot,

Nicolas Heess, Thomas Rothörl, Thomas Lampe, and Martin Riedmiller. Leveraging demon-

strations for deep reinforcement learning on robotics problems with sparse rewards. arXiv

preprint arXiv:1707.08817, 2017.

[245] Filipe Veiga, Herke Van Hoof, Jan Peters, and Tucker Hermans. Stabilizing novel objects by

learning to predict tactile slip. In International Conference on Intelligent Robots and Systems,

pages 5065–5072, 2015.

[246] Ulrich Viereck, Andreas ten Pas, Kate Saenko, and Robert Platt. Learning a visuomotor

controller for real world robotic grasping using easily simulated depth images. arXiv preprint

arXiv:1706.04652, 2017.

[247] Ricardo Vilalta and Youssef Drissi. A perspective view and survey of meta-learning. Artificial

Intelligence Review, 2002.

[248] Oriol Vinyals, Charles Blundell, Tim Lillicrap, Daan Wierstra, et al. Matching networks for

one shot learning. In Advances in Neural Information Processing Systems, pages 3630–3638,

2016.

[249] Chen Wang, Danfei Xu, Yuke Zhu, Roberto Martı́n-Martı́n, Cewu Lu, Li Fei-Fei, and Silvio

Savarese. DenseFusion: 6D Object Pose Estimation by Iterative Dense Fusion. Conference

on Computer Vision and Pattern Recognition, 2019.

[250] Tingwu Wang, Renjie Liao, Jimmy Ba, and Sanja Fidler. Nervenet: Learning structured

policy with graph neural networks. In International Conference on Learning Representations,

2018.

[251] Xiaolong Wang, Ali Farhadi, and Abhinav Gupta. Actions ˜ transformations. In Conference

on Computer Vision and Pattern Recognition, 2016.



BIBLIOGRAPHY 138

[252] Ziyu Wang, Josh Merel, Scott Reed, Greg Wayne, Nando de Freitas, and Nicolas Heess.

Robust imitation of diverse behaviors. Advances in Neural Information Processing Systems,

2017.

[253] Daniel Whitney. Quasi-Static Assembly of Compliantly Supported Rigid Parts. Journal of

Dynamic Systems, Measurement, and Control, 104(1):65–77, 1982.

[254] Daniel Whitney. Historical perspective and state of the art in robot force control. Interna-

tional Journal of Robotics Research, 6(1):3–14, 1987.

[255] David Whitney, Eric Rosen, Elizabeth Phillips, George Konidaris, and Stefanie Tellex. Com-

paring Robot Grasping Teleoperation across Desktop and Virtual Reality with ROS Reality.

In International Symposium on Robotics Research, 2017.

[256] David Wooden. A guide to vision-based map building. IEEE Robotics and Automation

Magazine, 2006.

[257] Jiajun Wu, Ilker Yildirim, Joseph Lim, William Freeman, and Joshua B. Tenenbaum. Galileo:

Perceiving physical object properties by integrating a physics engine with deep learning. In

Advances in Neural Information Processing Systems, 2015.

[258] Yan Wu and Yiannis Demiris. Towards one shot learning by imitation for humanoid robots.

In International Conference on Robotics and Automation, 2010.

[259] Bernhard Wymann, Christos Dimitrakakis, Andrew Sumner, Eric Espié, and Christophe
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